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**Аннотация:** Рассмотрена задача формирования индивидуальной траектории пользователя системы дистанционного обучения (СДО) при смешанной форме ведения образовательной деятельности с организацией самостоятельной работы обучаемых с помощью СДО. По окончании каждого раздела курса обучения происходит разделение пользователей СДО на категории, определяемые решением задачи байесовской классификации. Для каждой категории предлагается индивидуальное задание разного уровня сложности на следующий раздел курса, формируя таким образом индивидуальную траекторию обучаемого. Настройка байесовского классификатора проводится на основе статистики работы пользователей СДО. Приводятся экспериментальные результаты решения задачи на одном из этапов обучения.
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1. Введение

Современным трендом в обучающих системах, в том числе в системах дистанционного обучения (СДО), является разработка методов построения индивидуальных траекторий пользователей, учитывающих статистику их работы в системе. Современная теория тестирования (item response theory, IRT) часто использует вероятностные модели для адаптации процесса тестирования под уровень знаний пользователей, учитывая специфику обучаемых [1-8]. В качестве случайных параметров в таких моделях выступают обычно уровень знаний пользователей и уровень сложности заданий [2,6] или время ответа пользователя на задание [7,8]. Оценивая эти параметры, система производит самонастройку контента, адаптируя его под контингент пользователей.

Формирование индивидуальных траекторий тестирования или обучения в СДО [3-5] подразумевает решение в определенные моменты функционирования системы задачи классификации пользователей – отнесение их к различным категориям (классам) на основе статистики работы в системе. По результатам проведенной классификации различным категориям пользователей предлагаются различные траектории дальнейшего тестирования или обучения. Решение задачи классификации осуществляется, например, с использованием нейросетевых технологий [9-11], или байесовского подхода [12,13].

В данной работе в модели, учитывающей смешанную форму обучения с проведением нескольких объективных очных рубежных контролей в течении курса, решается задача построения индивидуальной траектории пользователя в используемой для организации его самостоятельной работы СДО. Индивидуальная траектория корректируется после прохождения пользователем каждого раздела предложенного в СДО курса с помощью построения байесовского классификатора. Для определения соответствующих вероятностей используются классические частотные оценки, построенные на основе статистики работы пользователей СДО.

1. Задача построения индивидуальной траектории как задача байесовской классификации

В рамках рассматриваемой модели предполагается, что дистанционное обучение проводится совместно с очной формой обучения в виде организации самостоятельной работы студентов посредством использования электронного учебника для выполнения домашнего задания и организации тестирования.

Предлагаемый пользователю курс дистанционного обучения разбит на несколько разделов, которые он должен изучить для освоения данной дисциплины. После каждого раздела пользователю нужно решить тест определенного уровня сложности. Сложность заданий теста определяется экспертом или с помощью специальных алгоритмов, основанных на модели Раша [2]. Для формирования теста из существующих заданий необходимо решить задачу математического программирования, описанную в [14], параметром которой является суммарный уровень сложности теста. Необходимо определить, какого уровня сложности тест выдавать пользователю в конце каждого раздела, чтобы он соответствовал уровню его подготовки и формировал индивидуальную траекторию обучения.

Решение о том, какой должна быть сложность выдаваемого в конце каждого раздела теста, предлагается принимать экспертно на основе того, к какой объективной категории принадлежит пользователь (например, «отличник», «хорошист» и т.д.). Таким образом, на каждом этапе обучения предлагается решать задачу классификации пользователя в одну из категорий. Определяются категории пользователя дискретно в процессе обучения по окончании каждого раздела курса дистанционного обучения. Обозначим моменты времени, когда значение категории может меняться, через

В начальный момент времени объективной категории пользователя присваивается некоторая априорная оценка, определяемая на основе предыдущей траектории обучения. Пусть – моменты времени, в которые проводятся очные контрольные мероприятия, на основании которых происходит объективная классификация пользователей СДО с последующей адаптацией их индивидуальных траекторий обучения.

Пусть – множество, содержащее допустимых категорий пользователя, например, , где – число категорий.

В моменты времени объективная категория пользователя определяется на основе результата очной контрольной работы с помощью традиционной оценки , т.е. где . Случай означает, что пользователь не писал контрольную работу в момент времени В другие моменты времени объективная категория пользователя не определена. Однако согласно формуле текущего рейтинга пользователя, предложенной в работе [15] и модифицированной под условия рассматриваемой задачи, можно определить текущую категорию рейтинга пользователя согласно следующей методике.

Пусть – текущий (субъективный) рейтинг пользователя в момент времени *,* вычисляемый по формуле:

где – суммарная сложность теста, выполненного в момент ; – суммарная сложность правильно решенных заданий теста, выполненного в момент ; – общее число очных занятий, прошедших к моменту времени ; – число посещений пользователем очных занятий, прошедших к моменту времени .

Величины являются весовыми коэффициентами, которые выбраны так, чтобы максимальное значение текущего рейтинга пользователя в момент времени было бы равно 100. Эти величины отражают важность каждого слагаемого в формуле рейтинга. Например, в [15] выбраны следующие значения: . Если при вычислении текущего рейтинга требуется учитывать лишь успехи пользователя в СДО и посещение очных занятий, можно пересчитать коэффициенты, положив

Пусть – максимальный рейтинг, который может быть набран пользователем к моменту времени Например, для справедливо . Траектория этой верхней границы, а также несколько примеров траекторий текущего рейтинга для случая приведены на рис. 1.

**Рис. 1** Траектории текущего рейтинга

Текущая категория рейтинга для заданного множества определяется текущим рейтингом , например, согласно таблице 1, предложенной в [15]. При этом границы изменения рейтинга в каждой из категорий определяются экспертами.

**Таблица 1.** Соответствие между категорией и рейтингом

|  |  |
| --- | --- |
|  |  |
| 2 |  |
| 3 |  |
| 4 |  |
| 5 |  |

Таким образом в каждый момент времени необходимо по текущей категории рейтинга принять решение о классификации пользователя в одну из объективных категорий по результатам следующей за контрольной работы. Т.е. требуется прогнозировать оценку, которую получит пользователь на следующей контрольной работе, имея текущую категорию рейтинга . Этот прогноз позволит наилучшим образом подобрать сложность предлагаемого в текущий момент времени теста, чтобы максимально способствовать повышению успеваемости пользователя. Для подбора в этой ситуации сложности теста используются различные педагогические приемы, описание которых выходит за рамки данной статьи. В данной работе для прогнозирования предлагается использовать метод байесовской классификации. Пусть – вероятность того, что наугад выбранный пользователь в момент времени проведения контрольной работы, следующей за моментом времени будет иметь объективную категорию рейтинга ; – условная вероятность того, что наугад выбранный пользователь в момент времени имеет текущую категорию рейтинга равную при условии, что в момент времени проведения контрольной работы, следующей за моментом времени , он будет иметь объективную категорию рейтинга .

Рассмотрим алгоритм классификации . Он ставит в соответствие пользователю с текущей категорией рейтинга объективную категорию на момент следующей контрольной работы. Рассмотрим множество Вероятность того, что пользователь имеет текущую категорию рейтинга и алгоритм отнесёт его к объективной категории , равна где – условная вероятность событий при условии, что в момент времени пользователь будет иметь объективную категорию рейтинга . Каждой паре поставим в соответствие величину потери при классификации пользователя к объективной категории вместо . Тогда функционал среднего риска – ожидаемая величина потери при классификации алгоритмом – имеет вид:

Согласно теории байесовской классификации, если известны вероятности и , то минимум среднего риска достигается алгоритмом [12]:

1. .

Решать задачу оптимизации (2) не представляется возможным, поскольку вероятности и неизвестны. Вместо этого для классификации можно использовать эмпирические оценки вероятностей и , найденные по обучающей выборке. Под обучающей выборкой понимается статистика работы пользователей СДО, обучающихся по аналогичной программе за определенный промежуток времени. Эта информация становится доступным после выполнения СДО первого курса обучения. Таким образом, указанные оценки можно найти как относительные частоты:

где – число пользователей, имевших по результатам теста в СДО в момент объективную категорию рейтинга , – общее число пользователей СДО, обучавшихся по данной программе, по результатам обучающей выборки; – число пользователей СДО, имевших к моменту времени текущую категорию , у которых объективная категория рейтинга на момент времени была равна – общее число пользователей СДО, имевших объективную категорию рейтинга на момент времени равную .

В силу малого числа элементов множеств задача (2) может быть решена в каждый момент времени простым перебором. Результат решения сильно зависит от выбора величины потерь Традиционным выбором является модуль разности и или его квадрат. Этот выбор приведет к формированию классификатора на основе условного математического ожидания , симметрично усредняющего ошибки как с завышением, так и с занижением объективного рейтинга пользователя. Однако с точки зрения процесса обучения и построения индивидуальной траектории пользователя представляется заметно хуже ошибочно занизить категорию пользователя, чем ошибочно ее завысить. Поэтому предлагается использовать разные штрафы для неположительных , т.е. когда рейтинг ошибочно завышается (например, использовать модуль разности или корень), и для положительных, т.е. когда рейтинг ошибочно занижается (можно предложить , т.е. кратно увеличивать штраф за занижение рейтинга).

Представленный в таблице 1 способ формирования текущей категории рейтинга пользователя отражает его текущую успеваемость в классической пятибальной шкале. Для более тонкой настройки процесса адаптации индивидуальной траектории пользователя с применением описанного классификатора можно расширить множество возможных значений текущего рейтинга пользователя до элементов, дискретизовав соответствующим образом величину . Например, для текущей категории рейтинга можно присваивать значение , т.е. , если будет удовлетворять условию .

В качестве альтернативы к предложенному классификатору можно рассматривать вариант

т.е. оценку, обеспечивающую максимум апостериорной вероятности объективной категории относительно текущего рейтинга В реализации эта вероятность также может быть оценена соответствующей частотой по обучающей выборке. Это метод, также, как и метод условного среднего, имеет недостаток симметричного учета штрафа за ошибки завышения/занижения рейтинга, что и демонстрирует представленный далее численный эксперимент.

1. Результаты численного эксперимента

Представленная в статье методика формирования индивидуальной траектории обучения была опробована на примере использования электронного учебника по курсу «Теория вероятностей и математическая статистика» в системе дистанционного обучения CLASS.NET [16] МАИ при очной форме преподавания этой дисциплины студентам инженерных факультетов и наличии 3-х контрольных работ в процессе обучения. Использовались оба приведенных выше классификатора для числа дискретных значений текущей категории рейтинга . Электронный учебник содержит 14 разделов. Очные контрольные работы проводятся после 5-ого, 10-ого и 14 разделов. Таким образом, Рассмотрим решение задачи классификации перед 8 разделом учебника. Соответствующие оценки вероятностей, необходимые для решения задач классификации отражены в таблицах 2-4.

**Таблица 2.** Оценки распределения объективной категории

|  |  |
| --- | --- |
|  |  |
| 0 | 0.09 |
| 2 | 0.11 |
| 3 | 0.38 |
| 4 | 0.28 |
| 5 | 0.14 |

Эти оценки получены по обучающей выборке объема 1500 элементов, составленной из наблюдений за схожим контингентом пользователей СДО, обучающихся по аналогичной программе в предыдущем семестре.

**Таблица 3.** Оценки условного относительно распределения категории

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 0 | 2 | 3 | 4 | 5 |
| 1 | 0.3 | 0.42 | 0.22 | 0.05 | 0.01 |
| 2 | 0.18 | 0.54 | 0.23 | 0.04 | 0.01 |
| 3 | 0.33 | 0.36 | 0.27 | 0.03 | 0.01 |
| 4 | 0.11 | 0.34 | 0.47 | 0.06 | 0.02 |
| 5 | 0.05 | 0.28 | 0.42 | 0.17 | 0.08 |
| 6 | 0.06 | 0.24 | 0.41 | 0.19 | 0.10 |
| 7 | 0.05 | 0.09 | 0.33 | 0.32 | 0.21 |
| 8 | 0.04 | 0.05 | 0.31 | 0.41 | 0.19 |
| 9 | 0,02 | 0,06 | 0,17 | 0,34 | 0,41 |
| 10 | 0,01 | 0,02 | 0,09 | 0,39 | 0,49 |

**Таблица 4.** Оценки условного относительно распределения категории

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 0 | 2 | 3 | 4 | 5 |
| 1 | 0,11 | 0,23 | 0,01 | 0,01 | 0 |
| 2 | 0,15 | 0,09 | 0,03 | 0,01 | 0 |
| 3 | 0,14 | 0,17 | 0,02 | 0,03 | 0 |
| 4 | 0,09 | 0,13 | 0,02 | 0,02 | 0,01 |
| 5 | 0,11 | 0,09 | 0,1 | 0,1 | 0,01 |
| 6 | 0,12 | 0,05 | 0,13 | 0,09 | 0,01 |
| 7 | 0,09 | 0,03 | 0,23 | 0,14 | 0,13 |
| 8 | 0,06 | 0,05 | 0,24 | 0,26 | 0,24 |
| 9 | 0,07 | 0,09 | 0,13 | 0,21 | 0,31 |
| 10 | 0,06 | 0,07 | 0,09 | 0,13 | 0,29 |

Результаты классификации с использованием формулы (2) для случая отражены на диаграмме 1, а с использованием формулы (3) на диаграмме 2. По горизонтальной оси расположены значения текущей категории рейтинга , а по вертикальной оси – объективная категория рейтинга по результатам классификации. При приведенных исходных данных задачи (2) и (3) имеют единственные решения для каждого значения

**Диаграмма 1.** Результаты несимметричной байесовской классификации

**Диаграмма 2.** Классификация по максимуму апостериорной вероятности

Результаты использования байесовского классификатора (диаграмма 1) выглядят более сбалансированно и в среднем завышено по сравнению с использованием классификатора, максимизирующего условные вероятности (диаграмма 2). Использование весовых коэффициентов добавляет гибкости инструменту байесовской классификации.

Предложенный байесовский классификатор был использован для построения индивидуальных траекторий обучения и адаптации функционирования СДО в осеннем семестре 2019 года в педагогическом эксперименте с использованием пяти экспериментальных групп и 12 контрольных. Успеваемость в экспериментальных группах оказалась выше по итогам семестра, чем в контрольных группах в среднем на 10-15 процентов. При этом наблюдался рост успеваемости в экспериментальных группах по сравнению с итогами их обучения в предыдущем семестре.

1. Заключение

В работе предложен адаптивный способ формирования индивидуальной траектории пользователя СДО, используемой при очной форме ведения занятий. Индивидуальность траектории достигается последовательным изменением суммарной сложности теста в СДО в дискретные моменты времени на основе решения задачи классификации пользователя – оценки категории, соответствующей уровню знаний. Адаптивность процесса происходит за счет проведения в некоторые из указанных дискретных моментов времени, соответствующих разделам курса дистанционного обучения, очных контрольных работ, которые позволяют оценить объективную категорию пользователя с последующим использованием этой информации в процессе поэтапной классификации. Результаты проведенного численного эксперимента на примере использования СДО МАИ CLASS.NET в процессе преподавания физико-математических дисциплин показали эффективность предложенной методики построения индивидуальной траектории обучения.
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BAYESIAN APPROACH TO THE CONSTRUCTION OF AN INDIVIDUAL USER TRAJECTORY IN THE SYSTEM OF DISTANCE LEARNING
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**Abstract:** The paper considers the task of forming an individual user path for a distance learning system (LMS) with a mixed form of conducting educational activities with the organization of independent work of students using LMS. At the end of each section of the training course, the LMS users are divided into categories determined by the solution of the Bayesian classification problem. For each category, an individual task of a different level of complexity is proposed for the next section of the course, thus forming the individual trajectory of the student. The Bayesian classifier is set up based on the statistics of the work of users of the LMS. The experimental results of solving the problem at one of the stages of training are presented.
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