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LEIF4(E1S gRPC ERBDIRIRE LEME R T ENZRE;

oFW%iﬁPmemmmmmﬁﬂﬁoMPB% MBS L AN S EREFIIMAESS, EF HTTP/2 + PB,
REET RPC RS HEE

o TRER, YRAE (Fﬁlﬁ*&””%%"‘?ﬁ?ﬂﬁﬁﬁ\RPC) o

2.3 gRPC XH 112

gRPC R3S =8im

@3&
PR
&

s, |

gRPC Z i gRPC Z i

o IMHTEF S gRPC INEE/E 75 S gRPC BEFIRMNAR, RERSIHITH gRPC RERBAE;

° &?%MAW?EJIFEEﬁ$1¢$’]LiTr§i}EE’]1‘5‘T (GPB/JSON) , i@id Protocol Buffers #1745 proto {4,
RIS RSB BRIEL gRPC 1B, BT gRPC thiM[ERB B RIXEREL

o RBHB[UEIEKRERGE, %KﬁuLﬂPmmwBMmm%wpmmK# ER &R ITE IFR N EIES
¥, #HITS40E;

o MIBEAMERE, RS ““FHEEFH Protocol Buffers E4gi¥NE#IE, BT gRPC X [@3 L IENZHE

o MEIKREINEHERGE, SRARI gRPCRE,

B, gRPC MERAEEF MRS 23InTT/E gRPC INBEG R ER, KirE LECEMTIMIEHEIAGLRS

Eﬁuﬁﬁo

BATAINER BT IEEFEMAE Protocol Buffers IGAHEEMIREURN S EWETE proto XMHFRHITE
X

2.4 Protocol Buffers

{Re]AIEfZ ProtoBuf 2—MEINNRIE. SHAVEUERN, 5 XML, JSON #£4l, A—ESMeEEEXN NN ERETE
SKEBUREHIIZSIFEEA,



ProtoBuf #£ gRPC MIEZRFFEBER=MFA: EXHEEM. EXRSEO, BIFIHRFIICATRAE
B,

J9tt 2 ProtoBuf RIEBEHAEIR?

HAVAEER XML, JSON HTEIERIFN, BEXARABEZINE, ERHTHRERRE, REMFTERERE
B9 CPU 72 I/0 shfF £, BASHMB MERIER,

Protocol Buffers ™MERIE, ESBFHHRITFIICEHFHITER, BI-RHEIEEE.

Protocol Buffers 45#3 xRz Y JSON %5
{ {
1. “Ruijie” “producerName”: " Ruijie ",
2. “Ruijie” "deviceName": " Ruijie ",
} }

FIMEFIEHIMEARBTHESK, HERBTIFEEM, ER Protocol Buffers fRIBHIAE R BIRMHMLAIRIFE 1
Y, SRR LEHMNARZTURMXARN, MEFFICENZHTIEE, FTHRLJSON, XML FHHDIR

gPRC HIIRIT A, BIESIR?

Protocol Buffers B — 1M RiFRtE—TMIE R, BIEIRRIM proto XM BB HIFHHITRIFN, proto X
HEERFER—TEMUEYE, EFEXGTEEEFAREIENA.

BB ARBES FIFERXTEXHE? BT MMARTNERENRSZRENCHEARETETEE—A
A, BEAGFIESIIMERTENRZIESHITIEHETR, B4 Protocol Buffers HAR— MR R 1F i3k

__E%iggo
M EBERINA, E11SHEERIBSE Protocol Buffers 3FEL JSON. XML B :

PrERY IDL A IDL 4miFes, X(ERFE TIRIMIFE R

FRIEREIFRE RS, £E, 5 XMLELL, EFIItZEMEIEELNX 1/3 E 1/10;
fRImERAFEIR, EEXTRIAY XML 1RED 20-100 15;

RETIERFNEIEE, FREEEE, REFEIIMIFTE—TRE.

Protobuf th EEFR14:

e /T Protobuf 4 TF Google, FTABRIE{X3Z#F Java, C++, Python =MiEE;

e Protobuf XIFHIFIELBENR D, FXIFESRE,

o MTEIRITHIEZZ2MAFNEIMEMY (Presentation Layer) , BREIFHI®E—1%EITXF Protobuf B RPC
HEZE,

Protobuf IEHig=:

e Protobuf BB ZHNAFEM, TEAHI\MUERSEITTERESR, IFREST LSRN EEERS
#9 RPC iAF;

e M7 Protobuf {2t THmERT IDL AKX EVRIFES, H IDL XHES5EHNEERWSAR;

e Protobuf SEHIETX, KRB HTTP BA RFRIEEH XIENEEME, FibA Protobuf thiERTAS] B 14
BEERIER SR



o HTHMEMEES, FIMEHREEEND, FRESNABRNRIMFAIER;
o FEREATHMZFMESHANKRYD, HIBATRERENINEREEREMN, EABERTERENN
RO ARSI,

2.5 EF HTTP 2.0 #r)figit

BR7 Protocol Buffers Z4b, MREEFMDEERAIAEE], gRPCERARIN—TMBE——ERET HTTP2.0
HiXAY.

T gRPC EF HTTP 2.0 /IR, HHRTEZBAINEE, WBWER. ZrtHlmi, XERESE. #ENH,

XETNRELLIRE T REARTL, MTETE. B TCP EHRE. T8 CPU EMA%, gRPC BRREBEEFinAL
A, tBEBERSRIRNA, MMLAERRNT EMMiRRBENEARBERRNWE,

HTTP 1 X EX THUF S RE[B/RRE AT, 95000 GET. POST. PUT. DELETE, XYEfE HTTP 2.0 FYRE,
f1E%& HTTP 2.0 BUF$FME: ek, ZHRER. Z#HbIm. k3P E%E.

2.6 EREFTLE

SRAAMEIN JSON MALL, KAZ#IEA protobuf ZEERE L PTUAZIBIEH) 5 f5!
AUhO FIBEFFRRYIBEIR R BT, protobuf Fl JSON MIMBHERAE Java, Python ZTRERANAS, TER
AuthO ZEFI Spring Boot I FRAZF P IRAIN LI,

Java to Java Communication

Non-C d
on-Compresse References

- Protobuf Time (ms)

E JSON Time (ms)

Compressed

ZRER, protobuf FiFAIIEKRITEIRS RHE JSON 9 20% A4, ELERERHE 5 !

TEE—TEEM=EFHEILE,



ava (externalizable) N 5917.12
kryo-optimized N 6911.22 '|‘$ %"E S(q tt
kryo 1 7746.04
avro-specific N 10105.62 protobuf
orotobyt M 115,11 CQE—
activemq protobuf - 11702.63
avro-generic N 12798.18
sbinary | 13289 65
json (jackson) N 13308.29
stax/aalto N 14413.63
protostuff-numeric-json - N 15197.34
thrift - 15251.72
protostufi-json - KGG_GGEG 16006.8
javolution xmiformat- N 18152.16
stax/woodstox - 20703.49
json/jackson-databind -G 2 1125.99
binaryxml/F |- G 25864.97
hessian [, 34437.36
xstream (stax with conv) I 42352.66
JsonMarshall eSS, G5733.53

ava

973471

kryo-optimized - 207 length
avro-generic N 211 f%ﬂft?lélﬂ‘fﬁiﬂ‘tt
avro-specific _211
kryo- N 225

activemq protobuf -G 231 prOtObUf
protobuf- N 231

ava (externalizable) NG 264
shinary NN 254
binaryxm/F |- N 300
thrift - 53
protostuff-numeric-json N 359
JsonMarshaller- GG 370
ison (jackson) N 73
xstream (stax with conv)- GGG 399
avolution xmiformat- NG 419
protostuif-json- I <5
jsonvjackson-databind NG 155
son/google-gson - 470
stax/aalto NG <75
stax/'woodstox - I 75

2024

MEERBHITEE:

o XMLFFIft, (Xstream) FiCTEIHEEFIEE 4 LEERE .,
e Thrift 5 Protobuf tHLEERN = FEF EEAE —ENSH,
e Protobuf 1 Avro 7EM K EFRINEIER ML,

3. gRPC Lf%



3.1 MB %1
5155 E— TR L

H S ¢« HelloWorldClient
Project =
¥ g rpc-study
I
= grpc-demo
v src
main
IEVE
v client
HelloWorldClient
service
HelloWorldServer

QO 9 /e OQ
<plugins> }rverjava | rpc-study
<pluginId>grp
<pluginArtifa
</configuration>
<executions>
<execution>
<goals>
<goal
<goal

proto s
f\'.; helloworld.proto g

= resources </execution>
test </executions>
</plugin>
<plugin>
<groupId>org.apac
<artifactId>maven
<configuration>
<source>6</so
<target>é</ta
</configuration>
</plugin>

</plugins>|
</build>

</project>

' grpc-demo.iml
pom.xml
> By thrift-demo

3.2 4Bk protobuf 3%

{4 helloworld.proto:

syntax = "proto3";

option java_multiple files = true;
option java package = "io.grpc.examples.helloworld";
option java outer classname = "HelloWorldProto";

option objc class prefix = "HLW";

package helloworld;




// The greeting service definition.
service Greeter {
// Sends a greeting
rpc SayHello (HelloRequest) returns (HelloReply) {}

// The request message containing the user's name.
message HelloRequest {

string name = 1;

// The response message containing the greetings
message HelloReply {

string message = 1;

XERM T — SayHello() 5%, #ABEAS K HelloRequest, IR[E1EY HelloReply, BILAZZI proto XHEREX
TAZMREMENER, URIEARNEO, EFEOARBHSEM, ZXEFZTETRARD.

X4 pom.xml:

<?xml version="1.0" encoding="UTF-8"?>
<project xmlns="http://maven.apache.org/POM/4.0.0"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemalLocation="http://maven.apache.org/POM/4.0.0
http://maven.apache.org/xsd/maven-4.0.0.xsd">
<parent>
<artifactId>rpc-study</artifactId>
<groupId>org.example</groupIld>
<version>1.0-SNAPSHOT</version>
</parent>

<modelVersion>4.0.0</modelVersion>
<artifactId>grpc-demo</artifactId>

<dependencies>

<dependency>
<groupId>io.grpc</groupId>
<artifactId>grpc-netty-shaded</artifactId>
<version>1.14.0</version>

</dependency>

<dependency>
<groupId>io.grpc</groupId>
<artifactId>grpc-protobuf</artifactId>
<version>1.14.0</version>

</dependency>

<dependency>

<groupId>io.grpc</groupId>



<artifactId>grpc-stub</artifactId>
<version>1.14.0</version>
</dependency>

</dependencies>

<build>
<extensions>
<extension>
<groupId>kr.motd.maven</groupId>
<artifactId>os-maven-plugin</artifactId>
<version>1.5.0.Final</version>
</extension>
</extensions>
<plugins>
<plugin>
<groupld>org.xolstice.maven.plugins</groupId>
<artifactId>protobuf-maven-plugin</artifactId>
<version>0.5.1</version>

<configuration>

<protocArtifact>com.google.protobuf:protoc:3.5.

l:exe:${os.detected.classifier}</protocArtifact>
<pluginId>grpc-java</pluginId>
<pluginArtifact>io.grpc:protoc-gen-grpc-
java:1l.14.0:exe:${os.detected.classifier}</pluginArtifact>
</configuration>
<executions>
<execution>
<goals>
<goal>compile</goal>
<goal>compile-custom</goal>
</goals>
</execution>
</executions>
</plugin>
<plugin>
<groupld>org.apache.maven.plugins</groupId>
<artifactId>maven-compiler-plugin</artifactId>
<configuration>
<source>6</source>
<target>6</target>
</configuration>

</plugin>

</plugins>
</build>

</project>



XEMER build HLZ R T %% protobuf &, EEMEIE 2 MEEHHNBEREI, 295U protobuf:compile
protobuf:compile-javanano, HIEANTEZENITH, SERAEMXYE, E GreeterGrpc I2EHFAEEO, Hello 7
KX G INEEEBEE N B HTFIIN, RELIEBASTIREIE,

FIEEBRIFERIE, RIEXHEME target B, FEME main.src B, (RAIBMERLEX 4 copy i3k, SEM
FIbAEE TRAERR:

e T protoc.exe TH , TF#Ethit: https:/github.com/protocolbuffers/protobuf/releases
e & protoc-gen-grpc #f4, T Eithill: http:/jcenter.bintray.com/io/grpc/protoc-gen-grpc-java/

= rpc-study e o erve B +

% Profiles
= grpc-demo

v sre pom.xml (grpc-demo)

v main uvild>
\/ IEVE]

™ grpc-demo

<extensions>
v client

HelloWorldClient <extension>
v Bm service <groupIld>Kkr.r

elloWorldServer i
HelloWorldServer <artifactId>c

4AYV VYV VN>

proto e nrotakiud
- atahuf
vorld.proto <version>1.5. ?

</extension> . protobuf:compile
ut:compile-cpp
</extensions>
<plugins> protobuf:compile-jz
<[J1U(jin> compll
groupId>ofd
<artifactId>p
<version>0.5.
<configuratic
<protocAr
<pluginlc
<pluginAr
</configurati

<executions> *

. »
<executic

<goal
<
<

" grpc-demo.iml </gog

pom.xml </executj
> I thrift-demo

.gitignore </executions:>

3.3 lRSimTIE F i

X4 HelloWorldClient.java:

public class HelloWorldClient ({
private final ManagedChannel channel;
private final GreeterGrpc.GreeterBlockingStub blockingStub;
private static final Logger logger =

Logger.getLogger (HelloWorldClient.class.getName());

public HelloWorldClient(String host,int port){
channel = ManagedChannelBuilder.forAddress (host,port)
.usePlaintext(true)
.build();


https://github.com/protocolbuffers/protobuf/releases
http://jcenter.bintray.com/io/grpc/protoc-gen-grpc-java/

blockingStub = GreeterGrpc.newBlockingStub(channel);

public void shutdown() throws InterruptedException {

channel.shutdown().awaitTermination(5, TimeUnit.SECONDS);

public void greet(String name){

HelloRequest request = HelloRequest.newBuilder().setName(name).build();

HelloReply response;

try{
response = blockingStub.sayHello(request);

} catch (StatusRuntimeException e)

{
logger.log(Level .WARNING, "RPC failed: {0}", e.getStatus());
return;

}

logger.info("Message from gRPC-Server: "+response.getMessage());

public static void main(String[] args) throws InterruptedException {

HelloWorldClient client = new HelloWorldClient("127.0.0.1",50051);
try{

String user = "world";

if (args.length > 0){

user = args[0];

}

client.greet(user);
}finally {

client.shutdown();

XANKEET, MEERRSIHO, B sayHello() k.
S f% HelloworldServer.java:
public class HelloWorldServer {

private static final Logger logger =

Logger.getLogger (HelloWorldServer.class.getName());

private int port = 50051;

private Server server;

private void start() throws IOException {

server = ServerBuilder.forPort(port)



.addService(new GreeterImpl())
.build()
.start();

logger.info("Server started, listening on

+ port);

Runtime.getRuntime () .addShutdownHook (new Thread() {

@Ooverride

public void run() {

System.err.println("*** shutting down gRPC server since JVM is shutting
down") ;
HelloWorldServer.this.stop();

System.err.println("*** server shut down");

private void stop() {
if (server != null) {

server.shutdown () ;

// block —HEIEHIER
private void blockUntilShutdown() throws InterruptedException {
if (server != null) {

server.awaitTermination();

public static void main(String[] args) throws IOException, InterruptedException {
final HelloWorldServer server = new HelloWorldServer();
server.start();

server.blockUntilShutdown() ;

// EW EX—TEMIRSEOMNE
private class GreeterImpl extends GreeterGrpc.GreeterImplBase {
@Override
public void sayHello(HelloRequest req, StreamObserver<HelloReply>
responseObserver) {
HelloReply reply = HelloReply.newBuilder().setMessage(("Hello " +
req.getName())).build();
responseObserver.onNext (reply) ;
responseObserver.onCompleted() ;

System.out.println("Message from gRPC-Client:" + req.getName());

System.out.println("Message Response:" + reply.getMessage());



FEZXM sayHello() ik, EENEHIEHAIT T RBLE, NZH“W orld”, REIFZ “Hello World”,

3.4 BahARSS

SCB5h Server, REIINT:

g: [= HelloWorldServer HelloWorldClient

Debugger El Console

Connected to the target VM, address: '127.0.0.1:60018', transport: 'socket'

HBE5h Client, IREIMNT:

g: HelloWorldServer HelloWorldClient

Debugger El Console

Connected to the target VM, address: '127.0.0.1:60023', transport: 'socket'

Disconnected from the target VM, address: '127.0.0.1:60023', transport: 'socket'

Process finished with exit code 0

BT ServeriREIZNT:

Connected to the target VM, address: '127.0.0.1:60018', transport: 'socket'

Message from gRPC-Client:World

Message Response:Hello World

3.5 13

Git #ifit: https://github.com/ImI200701158/rpc-study

4. BERIG

BRRXEHEIZEREEEN, XXSEMEE, XEFMHMET RPC 1 gRPC, UK gRPC I ATRAI, IEFEE
B, EEESBIE Thrift BBk,

X4 Demo HEEFRRE R, F TM BRAIB T AER, —FRERATERTENIT 2 M TREEHFFRER
protobuf, AKX RFEE L F protobuf:compile FEATIA, FER &I protobuf:compile-javanano hEEH—T,



https://github.com/lml200701158/rpc-study

TEMERBCSENRE, RwBIEEAER protobuf A58, BB E B TGS, Feh4RL protobuf X
%, FERFHEBRIEERE, BERNARXEATRH, BTFRTEAUMEEEFN 0T, REEERT
“Invalidate Caches / Restart” 7' 157E .

RNZ1E 7 —%8JiE"no zuo no die”, AEXPMERELRBEZRHM.

IS (7 R TH ZHBTRFNEREREIARS, EE 110 BIFI % R,

ST 8 F—& K ZB(FR/IIA/ERA) -—~

: REFTF, BRERIT, 8 FE—dAl FE/2ZN, T

| BEAREE, MEE ST SIRNEIANS, BE
: 110 3REX 10 AKIR/HHBHRI/\RY, SIFEFRTFE
| ERZ. HENRE. BIEEHS5EE. Java. MySQL.
| Redis. spring. 291, FRSBRAS.

A—HA/K#ERA, XiFHE RATENEM, EX OfferifiEE!

KR40, B8 T , Wi—ReImn~~ U
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