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Task

* + ![](data:image/jpeg;base64,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)Run segmentTest using the unigramWeight of 0.5 instead
  + What are the new sequences and their maximum likelihoods? Explain why the results change

Solution

After: unigramWeight = 0.5

Output=

[the, real, deal] -2.318210653291755

[i, sitover, yet] -2.246299183193592

[i, splaying, now] -1.3790286168333126

[this, iswhowe, are] -1.6349911984525107

[are, ally, good, job] -1.1878069467799135

Before: unigramWeight = 0.01

Output =

[the, real, deal] -3.6222183217678037

[is, it, over, yet] -4.48690799038008

[is, playing, now] -4.929028367185977

[this, is, who, we, are] -4.033755586538169

[a, really, good, job] -3.7384044382284043

Differences: For this set of sample segments, the performance was worse with unigramWeight = 0.5 as it did not segment the words correctly.

**Change in segments**

With a higher weight on unigrams ( going to .5 from 0.01), we are discounting less than before the probability associated with a unigram. Why is this important – because the backoff method we are using to calculate probabilities turns to unigrams when a bigram (conditional) probability doesn’t exist. When does this occur? Mostly when analyzing weird “word” combinations like “yg” “oodjob”. Therefore it makes sense that when we increase unigramWeight, we increase the chance of smaller more popular segments/words that stand alone, in our case “I” becomes more probable than “is” because of the weight giving a higher than before probability to unigrams.

**Change in probabilities**

With an increase in unigramWeight, we increase overall probabilities of almost all possible sequences.

Added note: Before when unigramWeight was 0.01 , you seriously handicapped the probabilities of word pairs that didn’t have an existent bigram in the sample txt file. This ups the relative probabilities of whole words (seen at least once in the txt file) compared to “words” not seen before that in the sample data that resorted to unigrams.