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摘 要: 随着互联网的发展,用户评论对信息获取、商品购买等方面产生了前所未有的影响.例如,在社交网络中,用户评论可以快速呈现某个话题成为讨论的焦点,它可以促进电子商务中商品的销售,也可以影响书籍、电影或专辑的评分.在这些网络应用和服务中，“网络水军”是一种网络可疑行为,可以在网络空间中产生不正常的、破坏性的甚至是非法的行为,误导公众的认知,给网民和社会带来不良影响.因此，如何检测和打击虚假网络水军已成为一个亟待解决的问题,引起了信息技术和社会学研究者的关注.本文主要从信息技术的角度对其重新进行研究,总结了基于机器学习的网络水军检测的最新研究成果,分析了网络水军的特征,对基于机器学习的检测方法和评价标准进行了总结和分类.与以往的综述不同,文中还讨论了网络水军检测未来的发展方向,如:社交网络分析、多模态数据分析、数据隐私保护等.
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**Abstract**: With the rapid development of the Internet, user reviews have gained unprecedented influence on information acquisition and product purchasing decisions. For instance, in social networks, user reviews can quickly generate discussions around a particular topic, drive e-commerce sales, and impact the ratings of books, movies, or albums. Within these online platforms and services, the presence of ‘Astroturfing’ poses a significant concern. Such spammers engage in suspicious activities that can range from generating fake content to engaging in harmful or even illegal behaviors in cyberspace. These actions can mislead the public and have adverse effects on internet users and society as a whole. Therefore, it has become imperative to address the issue of detecting and combating fake online spammers, attracting the attention of researchers in the fields of information technology and sociology. This paper focuses on investigating this issue from an information technology perspective. It provides a comprehensive overview of the latest research findings on detecting network spammers using machine learning techniques. The paper analyzes the characteristics of network spammers and categorizes various detection methods and evaluation criteria based on machine learning. In addition to reviewing existing approaches, this paper also explores future directions in online spammer detection, such as the application of social network analysis, analysis of multi-modal data, and ensuring data privacy protection. By addressing these challenges and exploring new avenues, we can further enhance our ability to identify and combat online spammers effectively.
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# 引言

近年来,随着互联网用户数量的快速增长,社交媒体平台成为了人们交流、表达观点和获取信息的重要渠道.网络水军是指一群人或一组组织利用互联网和社交媒体平台,通过大量虚假账号和冒充真实用户的方式,以操纵舆论、制造谣言、刷粉丝、刷点击量、干扰讨论或破坏特定目标的形象为目的的行为.他们通过发布大量虚假信息、无意义的评论、刷屏、攻击其他用户等手段,试图影响舆论倾向、制造舆论压力或干扰正常的社交媒体活动.网络水军的存在对信息传播的公正性、社交媒体的信誉和用户体验带来了负面影响. 2015年10月,亚马逊起诉1114名网络水军成员,指控他们在亚马逊网站上对商品和服务提供虚假评论,违反了美国法律[1]. 2016年4月,美国一家科技社交网站宣布,Twitter上的网络水军成为美国总统选举期间的秘密武器[2]. 2022年,江苏省公安机关破获了一起“医药”系列自媒体账号敲诈勒索案.某网络水军团伙打着“医药观察”、“医药联盟”、“医药学术”等名义开办多个自媒体账号,杜撰医药企业负面文章并通过其自媒体账号进行炒作,以付费删帖相要挟,对10余个省市30余家医药企业实施敲诈勒索,涉案金额高达400余万元.由此可见,网络水军会在网络空间中引发不正常、破坏性甚至违法的行为,误导公众认知,给社会和网民带来负面影响.如何有效地检测和对抗网络水军已成为一个迫切需要解决的问题.

本文将从技术的角度而非社会学的角度研究网络水军,工作重点是针对基于机器学习的网络水军检测进展进行梳理、归纳、分析及讨论.本文的组织结构如下:第2节首先对网络水军的定义进行归纳,第3节介绍基于机器学习的网络水军检测方法,包括基于监督学习、基于半监督学习和基于无监督学习的检测方法,第4节介绍网络水军检测模型的评价指标,最后,在第五节中进行总结并展望了未来的发展方向.

# 网络水军定义

对基于机器学习的网络水军检测方法进行研究概述,首先要明确网络水军的定义并探明网络水军的特征.本小节主要从网络水军的定义、网络水军与其他网络可疑行为的对比以及网络水军的特征进行介绍.

## 网络水军的解释性定义

网络水军是一种利用互联网和社交媒体平台的非法行为,其特点是使用大量虚假账号和伪装成真实用户的方式,以达到操纵舆论、传播谣言、增加粉丝数量、提升点击量、干扰讨论或损害特定目标形象的目的.若以一种严格且准确的方式来定义网络水军是非常困难的,因此,本文对于网络水军提供几个解释性定义如下:

(1) 冒充真实用户:为了更加隐蔽和逼真,网络水军会冒充真实用户的身份,模仿他们的言论风格和行为习惯,以融入社交媒体平台的用户群体中[3].

(2) 大量虚假账号:网络水军通常通过创建大量虚假账号来增加其影响力,这些账号可能使用虚假的个人资料和头像,并且它们之间可能存在关联或互相支持.

(3) 相互支持和组织化:网络水军往往会互相支持和组织化,形成一个庞大的网络.他们可能会互相转发、点赞、评论,以提升自己和其他水军的可信度和影响力[4].

(4) 大规模发布内容:网络水军会发布大量内容,包括帖子、评论、推文等,以扩大其影响范围和传播力度.这些内容可能是重复的、低质量的或与特定议题有关的[5].

(5) 频繁活动和快速响应:网络水军会频繁活跃于社交媒体平台,并快速响应特定事件或话题,以便在关注度高时传播他们的信息.

需要注意的是,上述的网络水军特征并非一定都存在于每个网络水军的行为中,而且网络水军的行为也在不断演变和改变策略,以适应社交媒体平台的防控措施.因此,准确识别网络水军行为需要综合考虑多个方面的因素.

## 网络水军与其他网络可疑行为对比

在网络可疑的行为类别中,网络水军与其他已知的可疑行为(如垃圾邮件[6]、虚假评论[7]、社交网络垃圾信息[8-9]、恶意链接[10])相比既有相似之处,也有区别.我们在表1中对它们进行了比较.

表**1** 网络可疑行为对比

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 网络可疑行为 | 应用平台 | 攻击方式 | 任务周期 | 攻击规模 |
| 垃圾邮件 | 电子邮件、SMS | 机器攻击 | 无 | 巨大 |
| 虚假评论 | 电商平台 | 机器攻击、人工攻击 | 无 | 小 |
| 垃圾内容(社交网络) | 社交网络 | 机器攻击、人工攻击 | 无 | 小 |
| 恶意链接 | 搜索引擎 | 机器攻击 | 长时间 | 巨大 |
| 网络水军 | 电商平台、社交网络 | 机器攻击、人工攻击 | 短时间 | 巨大 |

如表1所示,我们选取了常见网络可疑行为的四个方面进行对比.在常见网络可疑行为中,网络水军主要出现在B2C(business-to-consumer)、C2C(customer-to-customer)的电商平台(如淘宝、亚马逊、京东)和社交网络平台(如抖音、tiktok、快手、微博、Facebook、Twitter)中.相比之下,垃圾邮件只出现在电子邮件和短消息业务(SMS)中,而恶意链接主要存在于搜索引擎当中.在攻击方式上,网络水军与大多数网络可疑行为一致,都是通过机器攻击或人工攻击的方式实现的,可以快速达到执行要求的目的.在任务周期方面,网络水军通过在几小时或几天内快速完成攻击任务,而恶意链接则需要更长的时间才能够实现.

# 基于机器学习的网络水军检测方法

为了更全面地概括基于机器学习的网络水军检测方法,本节将网络水军检测方法归纳为基于监督学习、半监督学习、无监督学习和其他检测方法四种.

## 基于监督学习的网络水军检测方法

基于监督学习的方法可以实现对网络水军的检测,其基本机制是将网络水军检测任务视为分类任务.Chen等[11]通过对一个网络论坛的调查发现,网络水军具有一些共同特征,如:网络水军言论发布的比例、网络水军发布者ID、首次发帖、回复评论、发布时间和推文活跃度等.通过研究得出了不同网络水军之间的关系,并构建了一个带有径向基函数的支持向量机分类器实现了对网络水军的检测. Lee等人[12]通过对网络水军的全面分析,利用用户画像特征、内容特征和社交网络特征训练了一个基于随机森林的分类器,实现了正常用户和网络水军的判别.Dong等人[13]基于自编码器和随机森林的特性,采用随机决策树模型指导全局参数学习过程,提出了一种可以训练的端到端的网络水军检测模型.在亚马逊评论数据集上广泛的实验表明,该模型能够有效的实现网络水军的检测.

## 基于半监督学习的网络水军检测方法

与基于监督学习的方法相比,基于半监督的检测方法通过将未标记数据与少量标记数据相结合,可以大大提高检测模型的准确性.Li等人[14]提出了一种两视图的半监督方法,利用大量可用的无标签评论来确保基于协作训练算法框架建立的网络水军评论检测.针对网络水军检测方法缺乏真实信息这一问题,Aghakhani等人[15]提出了FakeGAN系统,首次增强并采用生成对抗网络(GANs)进行文本分类任务,特别是检测网络水军评论.实验结果表明GANs可以有效地用于文本分类任务,具体来说,FakeGAN可以有效地检测网络水军评论.

## 基于无监督学习的网络水军检测方法

Lau等人[16]提出了一种新的文本挖掘模型并集成到语义语言模型中,用于网络水军发表的不真实评论. 根据从amazon.com上收集的真实数据集对模型进行评估,该模型在水军检测方面优于其他著名的基线模型.Liu等人[17]提出了一种检测方法DetectVC,该方法融合了用户关注行为图中的结构信息和从关注市场中收集的先验知识,在大规模微博数据集上的实验结果表明,DetectVC能够同时检测微博用户及其粉丝的注水行为. Zhang等人[18]首次提出了一种基于循环神经网络的识别网络水军虚假评论的检测方法(DRI-RCNN).该方法基于评论的虚假上下文和真实上下文特性以及词嵌入,利用循环神经网络向量来表示评论中的每个单词进而检测虚假评论.

综上所述,我们在表2中比较了不同文献中的使用的检测方法、提取的特征以及使用的基础模型.

表**2** 基于机器学习的网络水军检测模型对比

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 文献列表 | 监督学习 | 半监督学习 | 无监督学习 | 特征 | 基础模型 |
| 文献[11] | √ | — | — | 行为特征 | K-nearest |
| 文献[12] | √ | — | — | 行为、结构特征 | Random forest |
| 文献[13] | √ | — | — | 行为、结构特征 | Decision forest |
| 文献[19] | √ | — | — | 结构特征 | SVM |
| 文献[15] | — | √ | — | 内容特征 | GANs |
| 文献[20] | — | √ | — | 内容特征 | PU-learning |
| 文献[21] | — | √ | — | 行为特征 | C4.5 |
| 文献[16] | — | — | √ | 内容特征 | SLM |
| 文献[17] | — | — | √ | 结构特征 | DetectVC |
| 文献[22] | — | — | √ | 内容特征 | LDA |
| 文献[23] | — | — | √ | 内容特征 | MF |
| 文献[24] | — | — | √ | 结构特征 | Markov |
| 文献[25] | — | — | √ | 结构特征 | RCNN |

# 评价指标

有许多评价指标可用于评估网络水军检测模型的性能,包括:准确率(Accuracy)、精确率(Precision)、召回率(Recall)、F1值(F1 score)等,这些指标通常用于分类模型的评估.

## 精确率、召回率和F1值

准确率(Precision)、召回率(Recall)和F1值(F1 score)是常用的分类指标.精确率(Precision)是指所有预测为正的样本中实际为正样本的概率,召回率(Recall)是指在实际为正的样本中被预测为正样本的概率.F1值(F1 score)是精确率(Precision)和召回率(Recall)的加权平均值. 精确率(Precision)、召回率(Recall)和F1值(F1 score)公式如下:

(1)

(2)

(3)

其中TP为真阳性,即:该样本实际为阳性而被分类为阳性;FP表示假阳性,即:该样本实际为阴性而被分类为阳性;FN表示假阴性,即:该样本实际为阳性而被分类为阴性.在水军检测研究领域,有许多许多方法使用精确率、召回率或F1值作为评估指标来评估模型的性能,如:文献[13,16,18,19,22,26-30,32].

## 准确率和错误率

准确率(Accuracy)评估的是所有样本中被正确分类的样本的比例,而错误率(Error Rate, ER)则是衡量错误分类的样本占所有样本的比例,二者均是最常用的评估指标.准确率(Accuracy)和错误率(ER)公式如下:

(4)

(5)

文献[33-34]使用错误率(ER)作为实验评价指标,而文献[12-13,15,18,30,36-37]则使用准确率(Accuracy)作为评估他们构建的分类器的指标.

# 总结与展望

近年来,随着互联网的快速发展和社交媒体的普及,网络水军问题变得更加突出,对舆论和社会产生了负面影响.在网络水军检测研究领域,基于机器学习的方法是最常用和有效的方式之一,这些方法利用大数据和高级算法来识别网络水军的特征和模式,从而实现准确的检测和分类.本文针对基于机器学习的网络水军检测进行概述,首先介绍了网络水军的定义并于其他网络可疑行为进行了对比,然后分别介绍了基于监督学习、半监督学习和无监督学习的水军检测方法,进而通过梳理文献,对文献中评价检测模型的评估指标进行了总结.未来,水军检测领域将面临新的挑战和机遇.随着人工智能和机器学习的快速发展,我们可以期待更先进的水军检测算法和技术的出现.

(1) 强化学习和深度学习的应用:随着强化学习和深度学习在各个领域的成功应用,将其引入水军检测领域具有巨大的潜力.通过让算法自动学习和适应水军的新策略和行为模式,可以提高检测的准确性和鲁棒性.

(2) 多模态数据分析:随着社交媒体平台上内容的多样化,水军行为也趋向于使用图片、视频等多种形式的内容.未来的研究将探索如何结合多模态数据进行水军检测,实现对其行为的更全面的理解和识别.

(3) 社交网络分析:水军通常以网络结构组织,并通过社交网络平台进行传播和操纵.未来的研究将重点关注社交网络分析,以识别水军的网络结构和行为模式,从而提高检测的效果.

(4) 数据隐私保护:随着对用户数据隐私的重视,未来的水军检测研究将更加关注如何在保护用户隐私的前提下进行有效的检测.研究人员将探索采用差分隐私和加密技术等方法来保护用户数据的隐私性.
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