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Abstract

This dissertation presents TERNIP (Temporal Expression Recognition and Normalisation in Python), a system for recognition of temporal expressions in text and normalisation of those expressions to a concrete date and time. TERNIP is modular and agnostic to output format, supporting both TIMEX2 (Ferro, Mani, Sundheim, & Wilson, 2001) and TimeML (Pustejovsky, et al., 2003) standards. Recognition and normalisation is implemented using a rule engine and rule set converted from the GUTime tool (Verhagen, et al., 2005), which scores an f-measure for recognition of 0.68 and 0.82 for normalisation against the TERN (MITRE, 2004) corpus, comparable to the performance of GUTime. This modular nature of TERNIP encourages the creation of future robust annotation modules.
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# Introduction

In this dissertation, TERNIP (Temporal Expression Recognition and Normalisation in Python), a system for recognition and normalisation of temporal expressions, is presented.

Temporal expressions are words and phrases which refer to some point in time (Ahn, Rantwijk, & de Rijke, 2007), and the distinct, but related, tasks of recognition and normalisation refer to the identification and resolution of these expressions to some standard format expressing a point (or set of points or duration) in time.

Interest in temporal expressions arises from their obvious utility, both within the wider fields of linguistics and philosophy, and as a task within the natural language processing field. Recognition and normalisation of temporal expressions in natural language text is clearly an important task for humans to be able to function in modern society (for example, correctly recognising and normalising the temporal expression “next Wednesday at 6pm” in the sentence “Shall we meet next Wednesday at 6pm?”).

Temporal expressions in natural language are very rich and are often ambiguous (for example, in the phrase “midnight on Tuesday”, as midnight refers to the instant between two days, it is unclear whether this refers to the time between Monday and Tuesday, or Tuesday and Wednesday).

In the field of natural language understanding, being able to handle temporal expressions in a similar way is clearly desirable, for example, in automatic summarisation of news texts, where the ability to construct a chronology of events aids is useful. Section 2.1 looks at temporal expressions in further depth.

Previous work into temporal expression recognition and normalisation has been done, including the definition of standards for annotation (section 2.2) and evaluation (section 2.3), the development of annotated corpora (section 2.4), and tools for automated annotation of these expressions (section 2.5).

Section 3 analyses the current state of the field and defines a number of requirements for TERNIP to fulfil in order to be a useful tool for annotation. Section 4 then discusses in depth the implementation of TERNIP to meet these requirements.

TERNIP is then evaluated (section 5) and the results, as well as issues arisen during the implementation of the project discussed in section 6.

This dissertation finishes with suggesting areas of future development (section 6.5) and drawing some conclusions (section 6.6).

# Background

## Temporal Expressions

Temporal expressions, or “timexes”, are “phrases or words that refer to times, where times may be points or durations, or sets of points or durations” (Ahn, Rantwijk, & de Rijke, 2007), and the identification and interpretation of these timexes is an active topic of research. Temporal expressions are a very rich form of natural language, with Pustejovsky, et al. (2003) identifying three main types of temporal expressions:

* “Fully-specified temporal expressions (e.g., June 11, 1989, or Summer 2002);
* Underspecified temporal expressions (e.g., Monday, next month, two years ago);
* Durations (e.g., three months, two years).”

Most systems identify two distinct, but related, tasks for the identification of timexes. The first is that of recognition, which simply identifies which phrases in some text are temporal, that is, refer to some point in time. The second task is that of normalisation, which takes the identified expressions, and attempts to resolve them into some standard format (e.g., ISO 8601) to anchor the expression at a particular point in time (Ahn, Adafre, & de Rijke, 2005).

Interest in recognition of temporal expressions grew out of the field of information extraction. The Message Understanding Conferences of the 1990s dealt with the task of named entity recognition, and early timex recognition systems simply treated timex recognition as a part of named entity recognition (Krupka & Hausman, 1998). Temporal expression recognition is clearly an important task for information extraction; however, identification of temporal expressions by itself is of limited usefulness.

Normalisation is important to allow for further processing, such as construction of event chronologies, or in question answering systems, and is an important part of natural language understanding. In the phrase “do you want to go to the pub at 7?”, a human may recognise the expression “7” as a temporal expression and normalise that to a particular point in time based on context of the current date, and the background knowledge that visits to public houses are more likely in the evening.

Mani & Wilson (2000) introduced a prominent system that used a rule-based system for recognition and normalisation using the technique of establishing tense. Following this, the Time Expression Recognition and Normalization (TERN) evaluation as part of the 2004 Automated Content Extraction (ACE) programme (MITRE, 2004) was the first competition that dealt specifically with recognition and normalisation as a distinct task from named entity recognition.

Following this early work and the TERN competition, interest in temporal expressions has grown, with multiple systems built and many approaches to recognition and normalisation investigated. These systems and approaches are discussed further in section 2.5.

Simple normalisation of temporal expressions is not enough to capture the full range of temporal information available in a body of text, as a considerable amount of temporal information is implicit (Verhagen, 2004). For example, in the phrase “a goal was scored shortly after kick-off”, there is no explicit temporal information there, but there is some implicit information that could be obtained. In this case, the events of the goal being scored and kick-off are identified, and there is a temporal ordering between them, as well as implicit temporal information in these events themselves.

Much recent research has focussed on identifying and annotating temporal relations, a task that builds on top of temporal expression recognition and normalisation; however, a high performing temporal recognition and normalisation system is still required for this work to be effective.

## Annotation Standards

A number of standards for annotation of temporal expressions have emerged over time. The first annotation formats were typically based on SGML and XML and were simply in a format decided by the tagger. Over time, a standardisation effort for annotation emerged, culminating in TimeML (Pustejovsky, et al., 2003). TimeML is an XML-based annotation language, complete with a set of guidelines for timex annotation, based on the earlier TIDES standard (Ferro, Mani, Sundheim, & Wilson, 2001) and work in Setzer (2001).

Of most interest to this project in the TimeML specification is the TIMEX3 tag, which extends the annotation functions of the earlier TIMEX (Setzer, 2001) and TIMEX2 (Ferro, Mani, Sundheim, & Wilson, 2001) tags. An example of this tag is shown in Sample 1.

INDEPENDENCE, Mo. \_ The North Atlantic Treaty Organization embraced three of its former rivals, the Czech Republic, Hungary and Poland on <TIMEX3 tid="**t3**" type="**DATE**" functionInDocument="**NONE**" temporalFunction="**true**" value="**1999-03-12**">**Friday**</TIMEX3>, formally ending the Soviet domination of those nations that began after World War II and opening a new path for the military alliance.

Sample 1 - A sample TIMEX3 tag from the AQUAINT corpus (Verhagen & Moszkowicz, 2008)

The TIMEX3 tag is used to represent time expressions, and a number of attributes are used to define this. The most important attribute is the ‘value’ attribute, based on the TIMEX2 ‘val’ attribute, which is used to hold either the normalised time, or an unanchored duration. This value can be either a simple string referencing a specific time, a pair of strings separated by a slash representing a duration anchored in specific points of times, or a simple string representing an unanchored duration.

The format used for denoting dates is based on the modifications of ISO 8601 described in the TIDES standard (Ferro, Mani, Sundheim, & Wilson, 2001), with a number of modifications. As natural language temporal expressions allow a differing degree of precision, the TimeML standard allows for unknown components of a date to be replaced with the character ‘X’ (e.g., XXXX-05-03 represents May 3rd, when the year is unknown). Expression values are also omitted from right-to-left to the appropriate level of precision (e.g., 2010-05 for May 2010, but 2010-05-XX for ‘a sunny day in May 2010’).

To support further imprecision in natural language expressions that the ISO 8601 standard does not handle, TIDES, and subsequently TimeML, specify a number of replacement components which can be used as values in particular components of an ISO 8601 expression. This includes tokens such as “DT” in the hour position to represent “day time”, “WI” in the place of month to represent “winter” and “WE” in the place of a day to represent “weekend”.

In addition to these modified ISO 8601 values, a number of tokens are also allowed in the value attribute when expressions cannot be resolved to a timestamp, for example: “PRESENT\_REF” for time expressions such as “currently”; “FUTURE\_REF” for “future”; and “PAST\_REF” for “long ago”.

The second TIMEX2 attribute adopted by TIMEX3 is the MOD attribute, which is used for timexes that have been modified in natural language in such a way that cannot be expressed by value alone. These modifiers alter points in time and durations, allowing for expressions such as “before June 6th”, “less than 2 hours long”, or “about three years ago” to be correctly expressed.

TimeML’s TIMEX3 tag does not directly incorporate the other attributes of TIMEX2, but captures the information in other ways. One such attribute is the “functionInDocument” optional attribute that indicates whether this tag is providing a temporal anchor for other timexes in the document. The values this attribute can take come from the PRISM standard (IDEAlliance, 2008), and denote that a timex can take functions such as creation time, publication time, etc. The PRISM standard is typically used to mark up metadata to a document, rather than directly dealing with the content itself, whereas TimeML expands this to allow the content of the document to be tagged with these functions.

TimeML also allows a timex to be annotated as a “temporal function” (e.g., “two weeks ago”), and supplies a number of attributes to support the capturing of this data. Similarly, more attributes are provided to denote quantified times (such as “twice a month”), and to anchor durations to other timexes.

As interest in temporal expressions has grown to include event identification and temporal relations, the TimeML standard also includes tags and annotation guidelines for more than just timexes, such as events, signals for determining interpretation of temporal expressions and dependencies between these events and times.

In addition to the formal specification of TimeML, a set of annotation guidelines has been published (Saurí, Littman, Knippen, Gaizauskas, Setzer, & Pustejovsky, 2006), which contains information about when an expression should be tagged, and how the attributes should be filled, in order to ensure consistency between TimeML annotated documents. For the TIMEX3 tag, these are mostly inherited from the TIMEX2 guidelines, which are built on top of two basic principles (Ferro, Mani, Sundheim, & Wilson, 2001):

1. “If a human can determine a value for the temporal expression, it should be tagged.”
2. “VAL must be based on evidence internal to the document that is being annotated.”

The TIMEX2 guidelines then continue to specify a number of situations where a timex should be tagged, including detailed indicators of when to and when not to trigger a tag. One rule it gives relates to proper nouns, where any temporal expression incorporated within (e.g., the terrorist group “Black September”) should not be tagged, and a proper noun treated as an atomic unit. Additionally, specific rules are given to the extent of a tag, for example, when a temporal expression includes pre-modifiers (as handled by the ‘mod’ attribute), the pre-modifiers should be part of the tagged text.

The annotation guidelines for TIMEX2 also include guidelines for the format of the expected output tag (particularly for the form of the value attribute), depending on the type of expression that was recognised.

The TimeML rules extend these TIMEX2 guidelines, usually because of changes in the TIMEX3 tag from the TIMEX2 tag. These include changes in tagging extent recommendations for expressions embedded within each other, and for post-modifiers.

Additionally, TimeML also allows for empty TIMEX3 tags, which can be used to denote implicit timexes in text, often for anchored durations.

As with the wider TimeML standard, the annotation guidelines additionally define how to annotate events, signals, and relations; however as this project focuses on the annotation of timexes only, they are not considered here.

## Evaluating Tagger Performance

Contests for temporal expression recognition date back as far as the Message Understanding Conference of 1995, but only as part of a broader named entity recognition task. In 2004, the Automated Content Extraction (ACE) programme launched the Time Expression Recognition and Normalization (TERN) evaluation sub-task (MITRE, 2004), which focussed on two sorts of systems – those that perform recognition only, and those that perform both recognition and normalisation.

Although both TIDES (Ferro, Mani, Sundheim, & Wilson, 2001) and TimeML (Pustejovsky, et al., 2003) define annotation guidelines for the TIMEX2 and TIMEX3 tags respectively, the competitions also define additional guidelines which were used for the hand-tagging of the gold standard datasets. Issues with inter-annotator agreement were identified by Setzer & Gaizauskas (2001), so the purpose of these additional guidelines is to ensure high inter-annotator agreement.

The TERN contest defines system performance by using f-measures against different metrics of the system. An f-measure, sometimes referred to as an F1 score, is the harmonic mean of precision and recall. Precision is a measure of relevance – that is, of all the identified timexes or normalised values, what proportion of those are true positives or accurate. Recall is a measure of retrieval – that is, of all the possible timexes or normalised values in the document, what proportion of these were identified.

The first metric the TERN competition uses to measure performance is that of detection of temporal expressions. The second is to recognise correctly the extent of the temporal expression, and the third is to normalise correctly the temporal expression into some time. This final metric also can be split into an absolute f-measure, which considers the performance of normalisation against all timexes, not just those recognised. Therefore, the absolute f-measure gives the headline metric for all parts of the system, whereas the breakdown allows performance of individual components to be considered. For the systems given below, we consider the recognition metric as both the recognition and extent detection tasks, and normalisation as the final, non-absolute metric.

Using these metrics, the best performing system for recognition is the ATEL system (Hacioglu, Chen, & Douglas, 2005), and for normalisation, Chronos (Negri & Marseglia, 2004). These systems, and others, are discussed further in section 2.5 below.

## Corpora

There are few publicly available corpora annotated with TIMEX tags. The TERN competition saw the creation of the TERN corpus, which consists of English and Chinese text annotated with TIMEX2 tags (Ferro, Mani, Sundheim, & Wilson, 2001). The texts that make up the TERN corpus are drawn from news articles. Performance on this corpus is typically used as a comparative measure between different systems.

The TimeBank corpus (Pustejovsky, et al., 2006) is a later corpus that extends the TERN corpus to use the TimeML standard (Pustejovsky, et al., 2003), also including additional documents, still from the news genre. Most recent contests use the TimeBank corpus as a base, although typically modify it for their specific needs (for example, in TempEval, a simplified form of TimeML was used).

A final corpus of note is the AQUAINT corpus (Verhagen & Moszkowicz, 2008), sometimes referred to as the ‘Opinion’ corpus, which also uses news texts and is annotated to the same specification as the TimeBank corpus, although the annotation effort is not as mature. Efforts are underway to merge the AQUAINT and TimeBank corpora into a new, larger corpus with a higher annotation standard.

The corpora discussed above are not considered perfect. As Setzer & Gaizauskas (2001) showed, high inter-annotator agreement on temporal expressions is hard to come by. In the case of the TimeBank corpus, inter-annotator agreement for TIMEX3 tags is 0.83 for exact matches, or 0.96 for partial matches (average of precision and recall). Other tags are lower, but they are of limited interest for this project and, as such, are not considered.

## Temporal Expression Taggers

Temporal expression taggers are tools that annotate the timexes in some input text. The earliest automated temporal expression annotation systems treated temporal expression recognition as a task along with entity recognition (Krupka & Hausman, 1998), and used simple hand-written rules (Mikheev, Grover, & Moens, 1998). In both systems, grammars were provided for the named entity recognisers and the time expressions simply recognised. No normalisation was performed in these early systems.

The recognition task is generally considered to be “do-able” (Ahn, Adafre, & de Rijke, 2005), with two main approaches to the task: rule-based and machine learning based. Unlike recognition, normalisation is considered a more difficult task, especially for underspecified temporal expressions, and durations.

Temporal expressions are recognised as being highly idiosyncratic, at least in English, but attempts have been made by linguists to make generalisations of the underlying grammar (Flickinger, 1996). Rule-based automated annotators use this principle by attempting to annotate timexes using these rule-based generalisations of the grammar.

Mani & Wilson (2000), in addition to the rule-based tagger discussed below, also experimented with machine learning based systems in order solve the problem of distinguishing between the specific use of the word “today” as a temporal expression and the generic use to mean “nowadays”. Following this, a number of machine learning based systems have been developed.

Machine learning systems generally all offer an advantage over other rule-based systems as the tedious creation of rules is avoided, and allows a certain amount of flexibility between languages. Some rule-based systems (Negri & Marseglia, 2004) maintain that in relatively short periods of time (i.e., one man-month) rule sets can be created which perform adequately. Negri & Marseglia (2004) also suggest that the coverage of rule-based systems can be easily extended by the simple addition of further rules, which can be simpler than improving the performance of machine learning systems.

With performance between machine learning and rule-based systems as close as it is there is no clear superior approach to timex annotation, with different authors extolling the advantages of their chosen approach.

The tasks of automated recognition and normalisation are often rolled into the same tool, although Ahn, Adafre, & de Rijke (2005) argues that separation of these components is beneficial. More recently, larger toolkits handling temporal expressions and relations have emerged (Verhagen, et al., 2005), where each component is modularised.

A number of temporal expression annotators are discussed further below.

### TempEx and GUTime

TempEx (Mani & Wilson, 2000) is a rule-based tagger that accepts a document tokenised into words and sentences and tagged for part-of-speech. A number of operations are applied to this input document, the first of which is the identification of the extent of the time expression. A number of regular expression rules are used to define the extent of what should be tagged.

The second module deals with the normalisation of self-contained expressions, and then a third module, called the “discourse processing module”, deals with relative expressions. For relative times, a reference time is established from the document creation date, and then rules handle temporal expressions representing offsets from this date by first computing the magnitude of the offset (e.g., “month”, “week”, etc.), and then the direction, either from direct indicators (e.g., “last Thursday”) or from sentence tense (“600,000 barrels were loaded on Thursday”).

GUTime (Verhagen, et al., 2005) is an extension to the TempEx tagger that extends the capabilities of TempEx to include the new TIMEX3 tag defined in TimeML, as well as some expressions not handled by TempEx, such as durations, some temporal modifiers, and European date formats.

When evaluated against the TERN data, GUTime scored an f-measure of 0.85 and 0.82 for TIMEX2 recognition and normalisation respectively (Verhagen, et al., 2005).

The GUTime program itself has a number of deficiencies that make extending this software difficult. The tagging aspects of TempEx are provided in a number of very large Perl functions that are driven by a Perl script. This is wrapped around by another Perl script and additional rules were added to the TempEx Perl module to create GUTime.

When incorporated into toolkits, such as TARSQI (Verhagen, et al., 2005), there is yet again another wrapper to fit this into the toolkit. These multiple levels of wrappers are code that hides issues due to the monolithic nature of the core TempEx code. In particular, there is a very heavy coupling between the higher level tagging logic and the actual tagging rules – a single function is used which contains all the rules and logic. Similarly, the second and third modules as outlined above are coupled into a single function.

This program structure makes adding or changing rules difficult due to the coupling between the rules and the logic itself, and makes analysis of the rules difficult.

### Chronos

Chronos (Negri & Marseglia, 2004) was a system created for the 2004 TERN evaluation that, like GUTime, provides one system for recognition and normalisation. However, these two tasks are split into separate internal components. Chronos is designed to be a multi-lingual system, coping with both English and Italian text.

One main difference between Chronos and GUTime is that Chronos can handle plaintext; tokenisation and part-of-speech tagging occurs in the first phase of the program. This does have the downside of making Chronos more difficult to componentise; if it were to be incorporated into a larger system, this pre-processing may want to be separated out to use a better system.

The recognition phase of Chronos uses about 1000 hand-written rules (considerably more than GUTime), which not only identify an expression and it’s extent, but are also used to collect information about an identified expression (such as modifiers and other “clues”) which help the later normalisation phase. Additional rules also exist which handle conflicts between possible multiple tagging. In GUTime, this is handled by an implicit rule ordering.

Additionally, Chronos, in contrast to GUTime that has a clear separation of components, appears to have a heavier coupling and a more integrated system. This recognition phase results in an intermediate representation – an extension of the TIMEX2 standard – that provides the metadata detected in the recognition phase as additional attributes to a tag.

Although this intermediate representation causes a heavy coupling between the two modules of Chronos, it may offer some advantages in reducing any repetition between the two modules by utilising all the information gleamed in the recognition stage.

Normalisation continues in a similar way to that proposed by (Mani & Wilson, 2000). Expressions are classified as either being absolute or relative, and then in the case of relative dates, the direction and magnitude of the relativity is determined and combined with a base date (determined in the recognition phase) to produce an anchor in time.

At TERN 2004, Chronos achieved the best results, with an f-measure of 0.926 and 0.872 for recognition and normalisation respectively, a performance that the authors put down to their more extensive rule set.

### DANTE

DANTE (Mazur & Dale, 2007) was a system submitted for the later 2007 TERN evaluation, again using the TIMEX2 schema.

Like Chronos, DANTE takes in plain text, so suffers from the same issue of componentisation as Chronos. Also similar to GUTime and Chronos, DANTE uses grammar rules (using the JAPE system) for identification of timexes. In this recognition phase, a “local semantic encoding” is used, which is an extension of the TIMEX2 standard that produces a (typically underspecified) value for the TIMEX2 ‘val’ attribute. The interpretation phase then takes this “local semantic encoding” and transforms it into a document-level encoding, using a number of assumptions on the progression of the timeline through the document.

Despite the different thought processes behind this (considering the semantics of a timex), the actual system is very similar at a high level to Chronos, yet an F-measure of only 0.7589 was achieved for TIMEX2 extent recognition, so performance is lower.

### ATEL

ATEL (Hacioglu, Chen, & Douglas, 2005) differs from the systems presented to this point in that it uses a machine learning approach to recognition, however does not handle normalisation at all.

ATEL takes full advantage of the machine learning approach to flexibility with languages by testing both Chinese and English, but different feature sets are required for both languages, and the results between them differ. The system scans for words as tokens, and then classifies each token as either ‘O’ for outside a time expression, or ‘(\*’, ‘\*’, or ‘\*)’ for the beginning, inside or end of a time expression respectively. The expected input to the system should be segmented into sentences and tokenised in order to facilitate this.

Each word is associated with a number of features in a sliding window, and a support vector machine classifier is used to classify tokens, expanding the possible classifications to include classes like ‘((\*’ and ‘\*)))’ to allow for embedded expressions.

At the 2004 TERN evaluation, the system scored an f-measure of 0.935 and 0.905 for TIMEX2 detection in English and Chinese respectively.

### TimexTag

TimexTag (Ahn, Rantwijk, & de Rijke, 2007) uses a machine learning approach, but unlike ATEL, also incorporates normalisation. Unlike the rule-based systems covered, TimexTag contains two distinct components for recognition and normalisation and concentrates on maximising performance of each component, rather than as an overall system.

Unlike ATEL, TimexTag does not identify timex phrases by considering the individual tokens, but treats it as a phrase classification task, by classifying each node in a parse tree as timex or non-timex. Again, support vector machines are used with a number of lexical and parse-based features.

Once these timexes have been identified, a classifier is used to categorise the phrases into the type of timex they represent semantically (e.g., recurrence, duration, a point in time, and the vagueness of these). Once again, a SVM is used for this classification, and the same features as in phrasal identification are used.

The TimexTag system is not based completely on machine learning, as rules are used to compute an under-specified representation for the start of the normalisation phase. However, these rules number considerably fewer than in other systems (89 vs. the 1000+ in Chronos). As with other systems, a base date, or “temporal anchor” is used to compute relative dates, and this is determined using simple heuristics. As with other systems discussed previously, the magnitude and direction of a relative timex also needs to be determined, which in TimexTag is once again using a SVM, utilising the same feature sets as before, but also considers tense of surrounding verbs as a feature (a similar approach to Mani & Wilson, 2000).

At the 2004 TERN evaluation, an f-measure of 0.899 was scored, although the absolute f-measure was lower.

### Rule Induction

An alternate machine learning approach to temporal annotation is that of rule induction. Baldwin (2002) presented a language-independent temporal expression annotation scheme that uses rule induction techniques to generate rules from an annotated corpus.

The rule induction method implemented here first attempts to classify the incoming TIMEX tags into types (durations, references, dates, and set-denoting expressions) and specificity (absolute/fully specified, relative/underspecified, and containing ‘X’ placeholders). Fully specified data is then processed separately, in order to discover a standard form for natural language expressions of dates that can be used with less specified expressions. The learning component then creates a regular expression with which to match the rule, and a set of instructions with which to evaluate the value.

This system obtained an f-measure score of 0.220 for recognition and 0.091 for normalisation, but this was against the French dataset, not the TERN dataset, so is not directly comparable to the other systems presented here.

Later work (Jang, Baldwin, & Mani, 2004) built on this with Korean text. Here, morphological analysis and a stop list are used to match temporal expressions in a text from a dictionary. Extending the annotator to include part-of-speech information and information about temporal modifiers is identified as a technique to build this dictionary automatically. Normalisation of temporal expressions is instead based on a rote-learning technique, where memorisation of relative expressions and their relative values is used, instead of attempting to generalise these as in (Baldwin, 2002). The scores here were considerably better, with an f-measure of 0.869 for normalisation against the Korean corpus.

# Problem Analysis

The literature survey conducted above, combined with the originally defined project scope and proposal, shows a number of issues to consider in the construction of a new tool. This allows for the definition of a number of requirements for TERNIP. The first requirements can be defined from the project scope:

1. A tool, in Python, capable of recognising and normalising temporal expressions in documents
2. An implementation of a rule engine for this tool, which uses the GUTime rules to implement recognition and normalisation

It is clear that there are a large number of research tools available to solve the problem of temporal expression recognition and normalisation, however these tools are implemented in a standalone fashion and do not integrate well into larger tool-chains. GUTime, for example, requires a large amount of Python wrapping to be integrated into the Tarsqi Toolkit (Verhagen, et al., 2005).

1. For an API implementation of the tool, to allow for integration into other toolkits

The current implementation of GUTime consists as modifications to, and then a wrapper around, TempEx (Mani & Wilson, 2000). A system that allows for separation of the rules from the application logic would make the system more extendable.

1. For a rule engine which separates the actual rules from the application logic

Ahn, Adafre, & de Rijke (2005) discusses the issue of separation of recognition and normalisation components, pointing to the benefits of mixing and matching components from different systems to produce an overall better system.

1. For recognition and normalisation components within the system to be separated
2. To allow for modularity of the recognition and normalisation components so that they can be replaced with other modules at a later date

A final issue identified is the size of annotated corpora, and the two standards used between them – the older TIMEX2 tag and the newer TimeML standard. The heavy linking of some tools to TIMEX2 has now rendered them obsolete without a substantial effort to bring them up-to-date.

1. Modular input/output components, with the annotation modules themselves being format agnostic.

It is also useful to define a limit to the scope of the implemented system. The system should focus only on the tasks of recognition and normalisation of temporal expressions, rather than the full range of tags within TimeML, or relations between events and timexes, etc.

# System

The TERNIP system is implemented in Python (van Rossum, 1995) as a package called ternip. The package is distributed with an installer, documentation on how to use the package, and a series of extra scripts that demonstrate how to use the API, and provide a simple driver for tagging functionality.

Below, a high-level overview of the system, how to use it, and the implementation methodology, is given. Following this, more thorough implementation details on the internal representation of timexes and documents is given, as well as implementation details about the rule engine. Finally, details on the implemented rule sets are given, finishing with implementation details about the supported document formats in TERNIP.

## Architecture
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Figure 1 - High level system architecture and data flow through the recognition and normalisation process

Figure 1 shows a visualisation of the TERNIP system tagging a single document. In typical use, TERNIP will load a document into an abstract representation, then performs tokenisation and part-of-speech tagging using the NLTK (or metadata in the document), and provides a list of tokens to a recogniser, which identifies temporal expressions (and their type) in the document, and then to a normaliser, which annotates the attributes (e.g., the value and any modifiers) of the identified timexes. Finally, this new timex data is added back to the original document representation, which can be converted back to a concrete representation and saved back to disk.

TERNIP is designed to be modular, so recognition and normalisation components can be removed and swapped with components that use different techniques, but in the current implementation of TERNIP, only one technique for recognition and normalisation is provided – a rule engine. These rule engines, one each for recognition and normalisation, load rule files from disk and execute these rules one sentence at a time for recognition rules, and one timex at a time for normalisation rules.

TERNIP provides a very simple interface for programs to use in the form of a Python package called ternip, containing two sub-packages: rule\_engine and formats, which each contain distinct components of the system. For stand-alone use, a script, called annotate\_timex, is provided, which simplifies the use of TERNIP even further.

In order to further hide implementation details, the ternip package provides two functions: normaliser() and recogniser() which can be used to easily instantiate the “current best” normalisation and recognition components. At present, there is only one implemented module for both (the rule engine), but instantiating the recogniser and normaliser in this way allows improved techniques to be implemented later without any API changes to applications using TERNIP.

This technique is demonstrated in Sample 2 below, which shows the simplicity of the TERNIP API: loading the recogniser and normaliser, opening a document, tagging the expressions in the document, annotating the attributes to the timex, and then adding the timex data back to the document, and writing the document back to disk.

import ternip  
import ternip.formats  
  
recogniser = ternip.recogniser()  
normaliser = ternip.normaliser()  
  
with open(file\_path) as fd:  
 doc = ternip.formats.tern(fd.read())  
sents = recogniser.tag(doc.get\_sents())  
normaliser.annotate(sents, file\_creation\_time)  
doc.reconcile(sents)  
with open(file\_path, ‘w’) as fd:  
 fd.write(str(doc))

Sample 2 - Using the TERNIP API

## Implementation Methodology

As a core goal of this project is to deliver a high quality, re-usable tool that can be extended and used as a basis for further work, TERNIP was implemented following software engineering best practices. In particular, a continuous integration system (Fowler, 2006) was set up, and the principles of test-driven development (Beck, 2003) were followed. Combining high unit test coverage with continuous integration reduced the risk of bugs in the finished system, and allowed for a safe environment for refactoring to occur.

Porting the support functions from GUTime specifically benefited from this approach to development. As part of this translation process, functions were converted into equivalent Python, and unit tests written to check the ported functions behaved as would be expected. As the Perl functions had no unit tests themselves, the expected behaviour was as documented in the file. Once this had been done, some functions were then refactored to a more “Pythonic” way – for example, using Python library functions (particularly for time and date handling). Unit tests could then be used to verify that the refactored functions behaved as before.

## Abstract Representation Of Timexes

In order to fulfil the requirement that TERNIP is agnostic to timex format, an abstract representation for timexes needs to be provided, which internally, and converted to the target representation when the timex data is added back to the document.

This internal representation is supplied by a class (ternip.timex), the members of which are inspired by the TIMEX3 attribute as described in TimeML (Pustejovsky, et al., 2003) and are documented fully in Table 1.

|  |  |
| --- | --- |
| Member | Description |
| id | A numerical identifier for the timex |
| type | A string indicating the type of expression annotated by this timex (this can hold any string, but some annotation schemas, such as TIMEX3, restrict the set of allowable values) |
| value | A string (in ISO 8601 basic format with the TIDES extensions (Ferro, Mani, Sundheim, & Wilson, 2001)) indicating the temporal value of the annotated expression |
| mod | A string indicating a modifier to the temporal value, e.g., to indicate that the value is approximate (this can hold any string, but some annotation schemas, such as TIMEX3, restrict the set of allowable values) |
| freq | A string in the format of a number followed by a character indicating the unit granularity (e.g., 3D to indicate 3 days) which indicates the frequency the expression reoccurs |
| quant | A string indicating how a value expression representing a set of dates should be quantified |
| comment | A string which can be used to add additional information to the timex (this is used by TERNIP during debugging to indicate the identifier of a rule which created or annotated the timex) |
| temporal\_function | A Boolean indicating whether or not the value needs to be determined via evaluation of a temporal function |
| document\_role | A string which indicates the role of the timex within the context of the document as an anchor for other timexes (this can hold any string, but some annotation schemas, such as TIMEX3, restrict the set of allowable values) |
| begin\_timex | When the annotated expression is a duration, this should hold the timex object which represents the start of the period covered |
| end\_timex | When the annotated expression is a duration, this should hold the timex object which represents the end of the period covered |
| context | The timex object which represents the temporal anchor for the annotated expression |
| non\_consuming | A Boolean which indicates if this timex represents an implicit time reference (i.e., one which does not consume any tokens) |

Table 1 - attributes on the ternip.timex class

A support function, add\_timex\_ids(timexes) is also provided, which annotates the id attributes in a set of timex objects so each timex has a unique identifier for output representations. Internally referencing timexes can be done by direct reference to the class, so IDs are only relevant when converted to an external representation, meaning all IDs can be added at once, just before the external representation is made. External representations are discussed in further depth in section 4.8.

## Abstract Representation Of Documents

Internally, TERNIP represents documents as a list of sentences, where each sentence is a list of tuples, consisting of the token, the associated part-of-speech tags from the Penn Treebank tag set (Santorini, 1990), and a set of timex objects associated with that token.

[[('He', 'PRP', set()), ('derided', 'VBD', set()), ('Egypt', 'NNP', set()), ('for', 'IN', set()), ('signing', 'VBG', set()), ('a', 'DT', set()), ('peace', 'NN', set()), ('treaty', 'NN', set()), ('with', 'IN', set()), ('Israel', 'NNP', set()), ('in', 'IN', set()), ('1979', 'CD', set([<ternip.timex.timex instance at 0x058666E8>])), ('.', '.', set())]]

Sample 3 - A single sentence documented in TERNIP internal form

A sample of such a representation is shown in Sample 3, where a document consisting of a single sentence (“He derided Egypt for signing a peace treaty with Israel in 1979.”) with the penultimate token annotated as a timex. In the case where a timex spans multiple tokens, then the same timex object will be associated with every token in the expression.

It is important to note that this representation represents a loss of fidelity from the original document because of the tokenisation process, specifically whitespace between tokens. However, the documented use of the classes in the ternip.format sub-package allows this internal format to be reconciled against the original document, meaning that this issue is avoided. This issue is discussed further in section 4.8.

In order to work with this internal format, a series of classes are provided which allows loading documents from disk, converting them to the internal format for the recogniser and normaliser, and for the internal format to be reconciled with the original document (for example, in XML documents adding the XML tags). These classes are discussed in further depth in section 4.8.

## Rule Engine

Two rule engines are implemented in TERNIP, one for recognition and another for normalisation, although much code and functionality is shared between the two.

In each case, the rule engine is responsible for loading rules from rule files on disk (the differing rule formats are discussed in sections 4.5.2, 4.5.3, and 4.5.5) and then executing these rules in an order such that any ordering preconditions (discussed in section 4.5.4) are satisfied.

When a rule is executed, control is passed to the rule, and each rule then checks whether the pattern matching conditions (section 4.5.1) defined by the rule are satisfied. If the conditions are satisfied, the rule applies the required action (for example, annotating a token extent as being a timex, or setting attributes on a timex object), before returning control back to the rule engine to execute the next rule. This is discussed in further detail in section 4.5.6.

### Pattern Matching

Successful rule execution is conditional on one pattern matching the sentence (recognition rules) or timex body (normalisation rules), however additional pattern matching conditions, called guards, which must be satisfied can be set.

Regular expressions are a standard notation for expressing pattern-matching rules; however, they can only match against strings. As the internal representation of a sentence is a list of tuples, some transformation is required to allow this format to be represented as a string.

The NLTK class nltk.text.TokenSearcher (Bird, Klein, & Loper, 2009), solves a similar problem of building a string from a list of tokens. This method was used as a basis for the representation of the internal format list of tuples as a string. In this representation, tokens are enclosed in angle brackets to indicate token boundaries.

If just the NLTK class were used, fidelity between the internal format and the string would be lost, as part-of-speech tags and any currently associated timex objects are not included. Currently associated timexes are likely to be of limited interest for tagging; however, part-of-speech tags are a more interesting feature for determining timex extents and values. For this reason, the NLTK implementation is extended so that the token is appended with a tilde and then the part-of-speech tag for that token. Sample 4 shows the result of such a transformation on the sentence illustrated in Sample 3.

<He~PRP><derided~VBD><Egypt~NNP><for~IN><signing~VBG><a~DT><peace~NN><treaty~NN><with~IN><Israel~NNP><in~IN><1979~CD><.~.>

Sample 4 - a string representation as used for regular expression matching

The NLTK implementation also pre-processes regular expressions before compilation. This pre-processing results in cleaner regular expressions, as quantifying the . character will not result in an expression which matches across tag boundaries, i.e., a regular expression <.\*> will only match exactly one token, despite the greedy nature of the \* operator. This is implemented by replacing the . character with [^>]. This pre-processing introduces the restriction where expressions cannot match across word boundaries.

The second restriction is that angle brackets denoting token boundaries must be at the same bracketing level used for regular expression groups, e.g., the expression <mid(~.+><)?day~.+> will not perform as expected (that is, to match “midday” and “mid day” in one rule), due to the way the NLTK treats the token markers.

Extending this pre-processing of regular expressions also allows for the introduction of other conveniences. GUTime abstracted out common groups of words that appeared together to allow regular expressions to be shorter, as these groups could be included by using Perl variables. TERNIP retains this functionality by replacing some pre-defined identifiers with some regular expression. These identifiers and their description are:

* $ORDINAL\_WORDS – ordinal values in word form (e.g., first, second, etc.);
* $ORDINAL\_NUMS – ordinal values in number form (e.g., 1st, 2nd, etc.);
* $DAYS – day names (e.g., Monday, Wednesday);
* $MONTHS – month names (e.g., February, December);
* $MONTH\_ABBRS – three-letter abbreviations of month names (e.g., Feb, Dec);
* $RELATIVE\_DAYS – relative expressions of day granularity (e.g., today, tomorrow, yesterday);
* $NTH\_DOW\_HOLIDAYS – holidays which always occur on the same day, in the nth week of a particular month (e.g., Labor Day, Mother’s Day);
* $FIXED\_HOLIDAYS – holidays which have a fixed date (e.g., New Year, Valentine’s Day);
* $LUNAR\_HOLIDAYS – holidays which are relative to Easter (e.g., Palm Sunday, Good Friday, etc.).

The $ character was chosen due to its familiarity as an indicator for variable substitution, and also as its use of an end-of-string marker in regular expressions, means that no valid expression can have text following it.

Another convenience for rules is that in the conversion from internal format to a string representation number words can be marked up, which allow regular expressions to match these sequences in a much simpler way. When this option is activated, the first number in a number sequence is preceded by the special identifier NUM\_START, and the final number in the sequence by NUM\_END, e.g., “twenty four” would be represented as NUM\_START<twenty~CD><four~CD>NUM\_END. Where the number sequence is an ordinal (e.g., “eighty fifth”), the markers NUM\_ORD\_START and NUM\_ORD\_END are used (e.g., NUM\_ORD\_START<eighty~CD> <fifth~CD>NUM\_ORD\_END).

To allow for rule regular expressions that match any valid number sequence, the expression NUM\_START.+NUM\_END can be used. This is a markedly simpler expression than one that match number sequences directly. This expression does contradict the restriction above, where the . character will not match across token boundaries. One alternative would be the express this as NUM\_START(<.\*>)+NUM\_END, but this has issues with greedy matching. In order to allow a compact expression, then when the . character follows the delimiter NUM\_START (or NUM\_ORD\_START), its meaning is changed to not cross a NUM\_END (or NUM\_ORD\_END) boundary, as opposed to the standard token boundary restriction, i.e., when . follows NUM\_START or NUM\_ORD\_START, . is replaced with (?:.(?!NUM\_START)).

### Basic Rule Format

Rule engines are responsible for loading rules as text files from disk and creating rule objects from them. These rule objects are responsible for checking the conditions on rule execution, and then applying the rule action if these conditions are satisfied.

Rules on disk are expressed in text files, ending with the extension .rule, and on each line, a key defining the meaning of that line, and a value, which is interpreted depending on the key. Sample 5 shows a sample recognition rule.

Type: time  
Match: (<(about|around|some)~.+>)?<(noon|midnight|mid-?day)~.+>

Sample 5 - a minimal definition of a single recognition rule for phrases like “around midday”

Each line starts with a key defining how the value should be considered, followed by a colon and then the value itself. Whitespace between the colon and the start of the value is disregarded, as well as trailing whitespace on the line. Additionally, rule files support comment lines. If a line starts with a single hash (#), then the rest of that line is ignored and considered a comment.

Rule file parsing is strict, and malformed rule files result in an error being raised by the rule engine and the rule failing to load. In order to aid with debugging, if multiple rules are being loaded at once (for example, from a directory of rules), the errors raised are delayed until all rules have been attempted to load, to give the most informative errors possible.

In each rule, a key can be specified once or multiple times, depending on the nature of what is being defined. Some keys can be omitted completely, in which case a default (or no) value is defined to that attribute of the rule.

Both recognition and normalisation rules can have guards – regular expressions that must be satisfied for successful execution of the rule to take place. These guards can also be negative guards, where a successful match would block execution of the rule. Additionally, attributes relating to ordering and dependencies (discussed further in section 4.5.4) can be set.

The final condition on execution is that of the ‘Match’ attribute of the rule. The attribute role varies between recognition and normalisation rules. In recognition rules, the tokens matched by this pattern are annotated as a timex (there can be multiple matches in a sentence), whereas in normalisation rules, the groups in the regular expression are available to later normalisation expressions.

Rules also have a number of other options that change the action of the rule, or how pattern matching is executed. For both recognition and normalisation rules, the ‘Case-Sensitive’ option changes whether regular expressions are applied in a case sensitive manner, and the ‘Deliminate-Numbers’ option indicate whether number sequences in the sentence should be marked up as described in section 4.5.1.

Recognition rules can also define a ‘Squelch’ option, which alters the rule’s behaviour to remove timexes from the matching extent, rather than add new ones; and a type definition, which sets the type attribute of the annotated timex.

Table 2 lists the keys allowed in the definition of a recognition rule, the value format, and meaning, related to the rule structure explained above.

|  |  |
| --- | --- |
| Key | Value Description |
| ID | The rule identifier: an optional string that can be defined no more than once, which can be referred to by other rules to express an ordering |
| After | The identifier of a rule whose execution must have preceded the execution of this rule: an optional string, that can be defined multiple times to define multiple dependencies |
| Type | The type of the expression identified by this rule: this is a string that must exist exactly once, and is assigned to the type attribute of the created timex object (see Table 1) |
| Match | The regular expression which, for each match in a sentence, results in a timex created covering the tokens matched in this expression: this is a compulsory field that can exist only once |
| Squelch | Whether to enable this rule as “squelching” rule: an optional Boolean (the strings ‘true’ or ‘false’), that can exist no more than once, and if omitted, defaults to false |
| Case-Sensitive | Whether the regular expressions should be matched case-sensitively: an optional Boolean (the strings ‘true’ or ‘false’), that can exist no more than once, and if omitted, defaults to false |
| Deliminate-Numbers | Whether number sequences should be marked up in the text before being presented to a regular expression: an optional Boolean (the strings ‘true’ or ‘false’), that can exist no more than once, and if omitted, defaults to false |
| Guard | A sentence-level guard for this rule: an optional regular expression that can exist multiple times, which results in a conjunction of conditions, or not at all, which results in an always-successful pre-condition. If the first character of the expression is an exclamation mark (!), then it negates the regular expression, meaning this guard will only pass if the regular expression does not match anything in the sentence. |
| Before-Guard | The before-match guard for this rule: this follows the same format as the ‘Guard’ key |
| After-Guard | The after-match guard for this rule: this follows the same format as the ‘Guard’ key |

Table 2 - Accepted fields in recognition rule definitions

Sample 6 below demonstrates a more complex case of a recognition rule, which uses the ‘squelch’ option to remove any overtagged expressions. This rule matches durations in the form of a number followed by a unit identified (e.g., “six years”), using marked-up number sequences for matching. Guards are then used to restrict the rule further by considering the words before and after the matched extent.

Type: duration  
Match: (<\d+~.+>|NUM\_START.\*NUM\_END)<$UNITSs?~.+>  
Deliminate-Numbers: True  
Squelch: True  
After-Guard: ^(<since~.+>|<after~.+>|<following~.+>|<later~.+>|<earlier~.+>| <before~.+>|<prior~.+><to~.+>|<previous~.+><to~.+>)  
Before-Guard: !<(the|for|in)~.+>$

Sample 6 - A more complex normalisation rule demonstrating a range of options

The acceptable keys for normalisation rules differ from recognition rules to reflect the different rule attributes that need to be set. Sample 7 demonstrates a simple normalisation rule, which returns a value (of week granularity) of the current date to normalise the expression “this week”.

Type: date  
Match: <this~.+><week~.+>  
Value: offset\_from\_date(cur\_context, 0, 'W')

Sample 7 - A simple normalisation rule for the expression "this week"

Normalisation rules allow for overriding the conversion of the internal format into a string representation by a ‘tokenise’ option, which if set to anything other than true, uses a naïve method of detokenisation (joining tokens with some token delimiter). This alternate representation does not contain part-of-speech information, but this is not necessarily considered by all rules so the optional omission is acceptable. In this format, tokens are simply joined by an optional delimiter. Sample 8 shows an example of such a representation, showing the simplicity of the detokenisation process, i.e., the space between the token “1979” and the full stop.

He derided Egypt for signing a peace treaty with Israel in 1979 .

Sample 8 - a single sentence using a simple string representation and a space separator

An additional restriction with the simpler string representation is that number sequences cannot be annotated, as this process requires token delimiters to be present.

This simpler string representation was added to make conversion of some rules from GUTime easier (as some normalisation rules do not consider tokenisation), in order to simplify the written regular expressions.

Normalisation rules allow for setting another condition on the rule execution, which is matched (case-insensitively) against the type attribute of the timex. Unlike other guards, this is a simple string matching, not a regular expression.

The final set of attributes unique to normalisation rules is that of Python expressions, the results of which, when evaluated, are set to the relevant timex attribute.

These expressions are unrestricted in what they can execute; however, care needs to be taken to ensure they do not interfere with the execution of the rule engine, which would result in undesirable behaviour. In order to help the normalisation process, a series of helper functions have been defined. These are discussed further in section 4.7.1.

These expressions are subject to a small amount of pre-processing to allow terser statements to be made. In order to access the matching groups of the ‘Match’ statement, the expression {#*n*} is used, where *n* refers to the number of the group in the expression. This is replaced with the Python code match.group(*n*) (where match is the match object resulting from the regular expression being executed). In addition to this, other variables are available to these expressions: timex, cur\_context, dct, body, before, after, and senttext. These represent the timex object being normalised, the current date/time context of the sentence, the document creation time, and internal format tokens for the timex body, the preceding tokens and the following tokens, and the string representation of the body tokens.

As with recognition rules, all regular expressions for normalisation rules are pre-processed in the same way. This makes it important to remember that text such as $DAYS in the regular expression will be replaced with a match group for the days of a week, so when determining which match group to use in expression, these must be taken in to account.

Table 3 below gives the full listing of allowed keys for normalisation rules, and their meanings, related to the rule description given above.

|  |  |
| --- | --- |
| Key | Value |
| ID | The rule identifier: an optional string that can be defined no more than once, which can be referred to by other rules to express an ordering |
| After | The identifier of a rule whose execution must have preceded the execution of this rule: an optional string, that can be defined multiple times to define multiple dependencies |
| Type | A guard against the type of timex which this rule will normalise that is matched as a string case-insensitively: this is an optional string which can exist only once |
| Match | The regular expression that the extent of the timex must match for this rule to execute – the groups in this expression are exposed to the expressions below: this is a compulsory field that can exist only once |
| Guard | A guard against the timex extent for this rule: an optional regular expression that can exist multiple times, which results in a conjunction of conditions, or not at all, which results in an always-successful pre-condition. If the first character of the expression is an exclamation mark (!), then it negates the regular expression, meaning this guard will only pass if the regular expression does not match anything in the sentence. |
| After-Guard | The after-extent guard for this rule: this follows the same format as the ‘Guard’ key |
| Before-Guard | The before-extent guard for this rule: this follows the same format as the ‘Guard’ key |
| Sent-Guard | The sentence-level guard for this rule: this follows the same format as the ‘Guard’ key |
| Value | A Python expression (pre-processed as explained above) which is evaluated to set the ‘value’ attribute on the timex: an optional value which can exist no more than once |
| Change-Type | A Python expression (pre-processed as explained above) which is evaluated to set the ‘type’ attribute on the timex: an optional value which can exist no more than once |
| Freq | A Python expression (pre-processed as explained above) which is evaluated to set the ‘freq’ attribute on the timex: an optional value which can exist no more than once |
| Quant | A Python expression (pre-processed as explained above) which is evaluated to set the ‘quant’ attribute on the timex: an optional value which can exist no more than once |
| Mod | A Python expression (pre-processed as explained above) which is evaluated to set the ‘mod’ attribute on the timex: an optional value which can exist no more than once |
| Tokenise | How the internal format is represented as a string for regular expressions: if omitted or ‘true’ then the default representation is used, otherwise the value is used as the delimiter between tokens (the special strings ‘space’ and ‘null’ represent a single space and no delimiter respectively) |
| Deliminate-Numbers | Whether number sequences should be marked up in the text before being presented to a regular expression: an optional Boolean (the strings ‘true’ or ‘false’), that can exist no more than once, and if omitted, defaults to false |

Table 3 - Accepted fields in normalisation rule definitions

Sample 9 below demonstrates a more complex normalisation rule using the guards above. It will normalise relative day expressions with a negative direction, like “last Tuesday”, but with guards to protect against normalising dates related to Easter (which typically include the name of a day, e.g., Easter Sunday), or where the word before the timex is “the” or “a”.

Type: date  
Guard: (last|past)  
Guard: !<(shrove|ash|good|palm|easter)~.+>  
Before-Guard: !<(the|a)~.+>$  
Match: <($DAYS)~.+>  
Value: compute\_offset\_base(cur\_context, {#1}, -1)

Sample 9 - a more complex normalisation rule for normalising expressions like “Last Tuesday”

### Complex Rule Format

For rules where the logic cannot be captured in the rule format described above (for example, more complex guards for a recognition rule than regular expressions allow), an alternate rule format is supported, called complex rules.

These complex rules are Python classes that implement a defined interface, and typically inherit from ternip.rule\_engine.rule, but are not required to do so. Sample 10 shows an example of a complex recognition rule. This rule creates a timex covering the phrase “the past”, but only when “the past” is not already tagged at the start of another timex.

import re  
import ternip  
import ternip.rule\_engine.rule

class rule(ternip.rule\_engine.rule.rule):  
 """  
 Special case of "the past" - this needs to come after the durations  
 processing so it doesn't conflict with cases like "the past 12 days"  
   
 Translated from GUTime  
 """  
 id = 'gutime-past'  
 after = ['gutime-durations']  
  
 def \_\_init\_\_(self):  
 self.\_rule = re.compile(self.\_prep\_re(r'<the~.+><past~.+>'), re.I)  
   
 def apply(self, sent):  
 senttext = self.\_toks\_to\_str(sent)  
 success = False  
 for match in self.\_rule.finditer(senttext):  
 ti = senttext.count('<', 0, match.start())  
 tj = senttext.count('<', 0, match.end())  
 # Check that there isn't a TIMEX that already starts  
 # with the same phrase  
 guard = False  
 ts = sent[ti][2]  
 for t in ts:  
 if ti == 0 or t not in sent[ti-1][2]:  
 guard = True  
 if guard:  
 continue  
 # This rule succeeded  
 success = True  
 t = ternip.timex(type='date')  
 self.\_set\_timex\_extents(t, sent, ti, tj, False)  
 return (sent, success)

Sample 10 - a complex rule format that creates a TIMEX based on the presence of other timexes

Complex rules are written as Python files with the file extension .pyrule, which are imported by the rule engine, with the class named rule in the file instantiated and added to the list of rules.

These complex rules must implement two properties and one method to be compatible with the format required by the rule engine. These two properties are id and after. id is a simple string (or None), holding the rule identifier, and after is a list of strings (possibly empty) of rule identifiers which must have executed before this rule.

For recognition rules, the method that must be implemented is apply(sentence). This function is called when this rule is to be executed, with the sentence to be annotated, in internal format. Once annotation is complete, this method must return a tuple, where the first element is the annotated (or possibly unchanged) sentence in internal format, and the second is a Boolean indicating whether or not this rule executed successfully.

For normalisation rules, the method that is called on execution is apply(timex, current\_context, document\_creation\_time, body, before, after). The arguments here are the timex object to be annotated, a date/time string representing the current temporal context and the document creation time, and then lists of tokens (in internal format) of the sentence parts forming the body of this timex, preceding the timex and following it. This rule is expected to return a tuple consisting of a Boolean indicating whether it successfully executed and a date/time string containing the temporal context of this sentence (which this timex may have changed).

### Ordering and Dependencies

As rule execution alters the document, or the timexes within it, rules may perform different actions depending on in which order they are executed. In order to reduce this ambiguity, rules can give themselves identifiers that can then be referred to by other rules to establish a relationship between the two rules. This is implemented in the form of an id attribute on a rule, and an after list. The after list is a list of identifiers that must have been executed before this rule, i.e., a rule must be executed after the rules in its after list.

This ordering pre-condition is enforced by the rule engines during execution, and is discussed further in section 4.5.6. In the case where no explicit ordering is set, there is no guarantee on the order in which other rules will be executed.

Circular or dangling dependencies in the ordering precondition would result in rules that are unexecutable, as the ordering preconditions would always fail, causing issues for the rule engine. To avoid this, when rules are loaded, checking occurs against these types of dependencies.

### Rule Blocks

In addition to simple and complex rules shown above, there exists the concept of rule blocks. Rule blocks group many rules together, with an implicit execution ordering, and the entire block is ordered as if it were a standard rule. Another key feature of rule blocks is to allow for conditional execution of rules based on the successful execution of previous rules in the block.

Block-Type: run-all  
---  
  
Type: date  
Match: (<(early|late)~.+>)?<last~.+><night~.+>  
  
---  
  
Type: date  
Match: <(early|late)~.+><(morning|afternoon|evening)~.+>

Sample 11 - a rule block containing two rules

Rule blocks (of which there is one block per file) follow a similar format to single rules, but allow for multiple rules in a file separated by three dashes: ---. The first section of a rule block is the header of the rule block, which indicates the type of block it is and its ordering conditions. Sample 11 shows a sample rule block, and Table 4 shows the full list of acceptable values in the rule block header.

|  |  |
| --- | --- |
| Key | Value |
| Block-Type | A string of either ‘run-all’ or ‘run-until-success’ |
| ID | The block identifier: an optional string that can be defined no more than once, which can be referred to by other rule and blocks to express an ordering |
| After | The identifier of a rule or block whose execution must have preceded the execution of this block: an optional string, that can be defined multiple times to define multiple dependencies |

Table 4 - Accepted fields in rule block headers

As shown above, there are two types of blocks, which differ in how rule execution proceeds. In both types, rules are executed in order from top-to-bottom as defined in the file, but with the ‘run-until-success’ type, execution of the block ceases when a rule successfully executes (the guard conditions pass and the ‘Match’ regular expression results in at least one match). Following rules are not executed, and the rule block returns execution control successfully to the rule engine to continue its execution plan. This is equivalent to a condition on all rules in the block that restricts execution if a previous rule in the rule block has executed successfully.

Because of the order implicit in a rule block, explicit ordering of individual rules within the block, either to other rules in the same block, or to completely different rules, is not permitted. Because of this, rule block execution happens atomically. The ‘ID’ and ‘After’ keys, which are allowed in single rule files, are therefore not permitted in rules defined in rule blocks.

### Flow of Control

Once the rule engine has been created, and the rules from disk loaded, execution starts by the rule engine being passed a document, and in the case of the normalisation rule engine, a document creation time. The rule engine is responsible for ensuring ordering, which is done in the same way in both recognition and normalisation rule engines.

Execution for each sentence or timex starts with all rules being added to a list. This list is then continually iterated until it is empty. As execution proceeds, the ordering pre-condition is checked as each rule is reached, and if this is satisfied, then the rule is executed and removed from the list, and the ID of that rule being added to a list of executed IDs. This occurs even if execution was not successful (e.g., a guard condition failed), i.e., the rule engine considers a rule executed when it fires the rule. Satisfaction of the ordering pre-condition is done by checking that all the IDs referred to in the ‘after’ list of a rule are in the list of executed IDs. If this is not true, the rule is not executed and left in the list for a future iteration. Therefore, the largest number of iterations of the rule list needed is the size of the longest chain of dependencies.

An alternative implementation of this would be to pre-sort the rule list into an order which reflects the partial ordering created by the ‘after’ list, however, for ease of implementation and the negligible overhead of checking for set membership in the current implementation, this is not implemented.

The rule engine treats rule blocks as if they were a single rule, and once execution is passed to the rule block, the rule block executes its constituent rules in order, and then returns control to the rule engine once it has completed execution, or reached the stopping condition.

Further details on how the rule engine proceeds for basic recognition and normalisation rules are below. With complex rules, the rule engine proceeds with execution in the same way, but once control is passed to the rule, the complex rule is in complete control of its own execution.

#### Recognition Rule Engine

For recognition rules, execution proceeds one sentence at a time, executing all rules (in order) on one sentence, and then continuing to the next sentence (if there is one) and running all the rules again. Once control is passed to the rule, the ‘guard’ condition is checked.

The guard is a list of regular expressions against which the sentence is matched. These guards can either be positive, where at least one successful match is required to allow successful execution, or negative, where the regular expression must not generate any matches to allow successful execution of the rule. The first guard considered is a sentence-level guard, where the regular expression is matched against the whole sentence.

Once this guard has passed, the ‘Match’ regular expression is applied to discover potential timex extents within the sentence. As a final check, two further sets of guards are checked before these extents are actually marked in the sentence. The first set of guards are the ‘before’ guard, where the token sequence preceding the extent of this match is checked, and the ‘after’ guards, where the token sequence following the extent of this match is checked.

Following the success of all of these conditions, a new timex object is created, with the type indicated in the rule definition, covering the extent of the tokens that are matched. Because of this working on a token level, regular expressions are expected to belong to whole tokens, e.g., a regular expression which simply matches on the word “today” must contain the token delimiters: <today~.+>, otherwise the timex will not correctly annotate the whole timex.

If all conditions are met, and the match regular expression matches something, then this rule is considered to have executed successfully.

#### Normalisation Rule Engine

For normalisation rules, execution of rules is on a per-timex, rather than per-sentence, level. As the normalisation engine proceeds through the document, it does so on a per-sentence level, and in each sentence, the timexes in the sentence are discovered, and the rules executed one timex at a time. It is important to note that execution order is not guaranteed to be in the order the timexes appear in the sentence.

As execution proceeds, rules can also change the current “context” of the document – a base date/time that rules can use to compute relative expressions. At the start of execution, the current context is set to creation time of the document, which is passed in along with the document to the normaliser. This creation time does not have to be a complete date-time string, although many rules rely on at the date being specified to at least day granularity to operate correctly.

When a rule is executed, it is given the timex object to be annotated, a date/time string of the current temporal context of the document and of the creation time of the document. Additionally, the tokens (in internal form) which the timex object covers, the tokens preceding the timex extent in the sentence and the tokens proceeding the timex extent in the sentence are passed in against which conditions can be checked and expressions can use, if need be..

Once control is passed to the rule, guards at a sentence-level, before the extent, after the extent, and in the body of the timex are checked. The timex body guard is a condition not present in recognition rules, but is useful for normalisation rules. In recognition rules, the ‘Match’ field matches against the entire extent of the expression, however in normalisation rules, the ‘Match’ field can match a subset of the expression, requiring an additional guard. The final guard to be checked is that of timex type, which is not a regular expression, but a simple case-insensitive string equality check.

Once these conditions are checked, the normalisation rule match expression is executed, and if a match is generated, the Python expressions evaluated and their value assigned to the timex attributes.

## Recognition Rules

TERNIP provides one rule set for recognition, consisting of 72 rules, which consists of rules translated from the GUTime (Verhagen, et al., 2005) code. These rules were largely regular expressions translated directly from the software by hand, with changes reflecting the differences in pre-defined constant substitution and the format for representing tokens. In cases where rule execution in GUTime is conditional on an if-statement, this is implemented as a guard.

It was found that almost all ‘rules’ in GUTime could be translated into the above format. There were three exceptions that could not, which required representation using the complex rule format. The first is for year tagging, which in addition to before and after guards, will only tag a year if it is in a certain range (between 1649 and 2100), which would be unwieldy to express in a regular expression. A second case for a complex rule is when tagging “the past”, where guards are required on the absence of a timex starting in the same index. As mentioned above, the string representation of an internal format sentence does not capture this feature, so a complex rule must be written to test it.

The final case is a special case for post-processing of the annotated expressions. It will merge adjacent timexes under certain circumstances, and removes over-tagged embedded timexes (a timex that is completely subsumed by another one).

To ensure accuracy of translation, this rule set was evaluated against GUTime’s recognition performance. This is discussed further in section 5.

## Normalisation Rules

The normalisation rules implemented in TERNIP are all derived from GUTime (Verhagen, et al., 2005), but small tweaks have been made to capture some generalities between rules the original Perl did not capture. There are 260 normalisation rules.

There are many similarities in the methods ISO 8601 representations are generated by different rules. Normal software engineering practice would encourage abstraction of these patterns into functions that can be reused, however the simple rule format does not allow for definition of Python functions. To allow these abstractions to be developed and their benefits to be realised, TERNIP provides the sub-package ternip.rule\_engine.normalisation\_functions that contains generic functions that rules can use. These normalisation support functions are discussed in further detail in section 4.7.1 below.

Unlike recognition rules, the implemented normalisation rules do not require the complex representation, which is largely due to the additional expressiveness allowed by executing Python code. This expressiveness can be used to guard against existing timex values, as Sample 12 shows (note that the entire Value expression should be on one line – the line breaks are not present in the rule definition).

Match: <night~.+>  
Value: (timex.value + 'TNI') if (re.match(r'^\d{8}$', timex.value if timex.value != None else '') != None) else timex.value

Sample 12 - adding approximate time-of-day expressions from gutime-timeofday.ruleblock

The Value expression in Sample 12 alters the value of an existing timex, but only if the current timex matches a defined regular expression (also guarding against type errors which is caused when the value is unset), or leaves it unchanged if not.

As multiple rules can be called on the same timex, ordering preconditions can be set to chain normalisation of different components in a timex, however the GUTime rule set only does this in one case.

Accuracy of translation from GUTime to the new TERNIP rule format was a key concern in implementing this rule set, and this was checked by comparing results from GUTime against TERNIP on the TERN data set to ensure they were identical. Although performance did differ on a small number of rules (largely due to improvements and generalities captured in the translation process), the results are similar. The system performance is discussed further in section 5.

### Normalisation Support Functions

In order to allow for simpler value statements, as well as to take advantage of the benefits abstraction brings, a number of functions were written which Python expressions in normalisation rules can use. Many of these functions were converted from GUTime (Verhagen, et al., 2005), tweaked to work in a more Pythonic way, but others were considerably expanded from their GUTime functionality, and more newly created.

These functions are classified into one of three classes: string conversions, date calculations, and relative date manipulations. An additional subclass of string conversion functions is also provided, which convert sequences of number-words (or ordinals) to their integer values. This follows the algorithm implemented in GUTime (Verhagen, et al., 2005), with an extension to support mixed integer and word sequences (e.g., “6 thousand”).

Other string conversion functions include ones that take a season name (e.g., ‘spring’) and return the corresponding identifier for use in a value field (i.e., ‘SP’), and date calculation functions include date\_to\_week, which converts a date to a week granularity string containing the week number (e.g., ‘2010W26’). These functions are documented using inline documentation.

The final set of functions relate to calculations of offsets from dates. Three functions are provided: offset\_from\_date, compute\_offset\_base, and relative\_direction\_heuristic.

The first function takes a base date/time, the offset value, the unit of the offset (e.g., day, month, etc.), and whether the resulting date/time should be of the original granularity, or the granularity of the offset made. Although this function was originally included with GUTime, it has been substantially rewritten to make it more robust, and uses Python’s datetime module to provide much of the logic.

The compute\_offset\_base function will take simple relative expressions (such as ‘yesterday’, ‘Wednesday’ or ‘Easter’), a base date/time, and a direction hint to compute a new date. This can be used in non-trivial expressions such as “4 weeks from last Monday” to normalise the “Monday” phrase (with a negative direction hint) which can then be used as the base for an offset\_from\_date call, but it can also be used to normalise the trivial expression “last Monday” when it stands on its own. Like offset\_from\_date, this was originally ported from GUTime, but has been extended extensively in order to handle more types of expression. The direction hint is used to determine the behaviour of this function, except where direction is implicit in the expression (i.e., ‘yesterday’ and ‘tomorrow’). When the direction hint is negative, it returns the date of first occurrence of expression before the reference date, even if the current date is an instance of that expression. e.g., if a negative direction hint is used, the reference date is the 25th December, and the expression is “Christmas day”, then the date returned will always be in the previous year. When the direction hint is positive, the behaviour is similar, except the dates will be the next instance of that expression. When no direction hint is given, the closest instance of that date (e.g., if the reference date is a “Wednesday”, the expression “Tuesday” would resolve to the past, whereas “Thursday” would resolve to the future), is returned. Unlike when direction hints are given, it can return the same date as passed in, if that date is an instance of that expression.

The final function, relative\_direction\_heuristic, is an implementation of GUTime’s direction heuristic that returns the direction (if one can determined) of the temporal expression. It first looks at the section of the sentence between any preceding timex and this timex to identify a key verb, and if none is found the proceeding section of the sentence and if this fails, the entirety of the sentence preceding this timex. If a verb is found, its tense is used to determine the direction, otherwise if the word immediately preceding the timex is “since” or “until”, this is used as a linguistic cue.

## Document Formats

The restriction of TERNIP’s rule engines to operate on the internal format described in section 4.4 would significantly reduce the utility of TERNIP if no method was provided to parse documents into the internal format, and then to annotate the original documents with the new timex data. In order to combat this, a number of classes are provided in the ternip.formats package, which implements this needed functionality.

As both the important TIDES and TimeML standards are implemented using XML, it is clear that support for the XML document format is needed. In addition, an implementation is provided of the annotation standard defined for use in the TempEval-2 competition (Pustejovsky & Verhagen, 2009), which borrows heavily from the TimeML standard, but is implemented on top of a standoff format.

The use of XML does present one downside. The TERN corpus (Ferro, Mani, Sundheim, & Wilson, 2001) is in SGML format, a superset of XML. However, XML was designed to provide a simpler version of XML, and Python support for SGML is lacking compared to its extensive XML library. Therefore, a decision was made to implement TERN format support with XML, restricting some documents in the corpus from being successfully parsed. This issue is discussed further in section 6.

One advantage XML has over plain text is that it can contain additional metadata about a document, or specific contents of it. This functionality is what is used to annotate the timex extents and provide the timex attributes, but is not limited to this. The document creation time is a key piece of metadata for the normalisation process, and many XML formats embed this in a document header, e.g., the DATE\_TIME attribute in TERN corpus documents. TERNIP is also particularly interested in sentence and token boundaries, and part-of-speech information, so if such information is available in a document, it is beneficial to use it. Sentence and token boundaries are determined by element nodes (e.g., in <sent>This is a sentence.</sent>, the element node is sent which contains a text node child of This is a sentence.), and part-of-speech information as an attribute on that node (e.g., <token partofspeech=”NNP”>TERNIP</token>).

If sentence boundaries, token boundaries, or part-of-speech tags are missing from the input document, TERNIP will use the NLTK (Bird, Klein, & Loper, 2009) to add it.

Additional metadata TERNIP concerns itself with are timexes, which are represented in XML as element nodes spanning the extent of that timex, with attributes on the element node. The exact format of the timex element depends on the specifics of the format being used (i.e., TIMEX2 for TIDES, TIMEX3 for TimeML). The document formats in TERNIP support loading all of this metadata from an XML document, and adding it to an XML file.

Supporting the loading of timex objects from documents in this way allows for TERNIP to run in just a normalisation role, where recognition is done by a third-party component, and for conversion between types.

Once a document has been loaded, and the internal representation modified by the recognition and normalisation components, the changes to the internal representation (chiefly the addition of timex data, but also optionally tokenisation and part-of-speech data) must be merged back in to the document. This process is called reconciliation.

The DOM, or Document Object Model (Apparao, et al., 1998), is a standard interface for manipulating XML documents by representing them as a tree, and this model is used by TERNIP in order to implement XML manipulations. Although loading documents from the tree is relatively straightforward through querying the DOM, the act of reconciling the document with the internal format is harder, largely due to the whitespace lost during the tokenisation process, unless the sentence and token boundaries are tagged in the document.

For reconciliation in a document with no sentence or token annotations, the strings in the document must be aligned with the relevant tokens. The DOM tree is traversed depth-first (text nodes can only appear as leafs) to handle one text node at a time. In each text node, the offset of each token is determined by looking for the next occurrence of the first character of the token (starting the search from the end of the previously found token in the string). If that token is determined to be the start of a delimiter (i.e., a sentence, token or timex extent marker) then the text node is split at that point and a new node indicating the extent inserted in the split. The next step is to determine how far this node should extend. This is done by finding token extents as before and then splitting the text node again, and changing the cut-up text to the child or the newly inserted element. If the token extent is determined to be in a different text node, then the sibling nodes between the text node containing the start token and the end node are also moved to be the child of the new element node. If the start and end tokens are in text nodes that are not siblings, then the element node cannot be created, as that could not be represented in a tree without changing the order (and therefore meaning) of existing nodes. This situation is equivalent to an XML document that requires overlapping nodes (e.g., <tag1>This is <tag2>an overlapping</tag1> sentence</tag2>) which is an illegal XML representation.

Reconciliation and conversion for the TempEval-2 format is considerably easier, as it works on a per-token level, therefore the alignment and tree manipulations are not needed.

In order to implement the different XML formats supported by TERNIP: those with TIDES’ TIMEX2 tags and those with TimeML’s TIMEX3 tags, inheritance is used extensively. Figure 2 is a UML class diagram demonstrating the structure of this package. Classes that are more concrete also extend these, which allow for the construction of new documents from the internal format (with optional token offsets), and for extracting document creation time information, which is specific to individual formats.

![](data:image/x-emf;base64,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)

Figure 2 - Structure of ternip.formats package XML document classes

The ability to add sentence, token and part-of-speech tags to an existing XML document has utility beyond the scope of TERNIP. This ability was used to develop a wrapper for GUTime (Verhagen, et al., 2005). GUTime requires that TERN documents are marked up with sentence boundaries, token boundaries and part-of-speech data, but the TERN corpus does not contain this and it must be added in pre-processing, and then removed in post-processing before being given to the scorer.

Similarly, the ability to create documents from the internal format allows wrappers to be created for tools that require a specific input format. This ability was again used with GUTime, to allow it to be evaluated against the TempEval-2 corpus, by first converting to the TERN format and then back again.

The lack of token offset data in the internal format is problematic for fully accurate document creation. During the detokenisation process, whitespace is inserted between tokens. Token offset data can be passed in separately to the internal format, allowing for correct construction of such a document, therefore working around this restriction, and avoiding data unnecessary for recognition/normalisation in the internal format. In the event token offset data is not available, a naïve approach is made to detokenisation, where a single space is inserted between every token.

# Evaluation

The effectiveness of the implemented system is an important factor that needs to be considered. Below, the performance of the system in terms of the results of the temporal expression annotation process is evaluated, followed by a look at the speed of the system.

## System Performance

The metrics of precision and recall are ubiquitous throughout natural language processing and are an effective measure of system performance, and are introduced in section 2.3.

The TERN (MITRE, 2004) and TempEval-2 (Pustejovsky & Verhagen, 2009) contests both provided sample gold standard corpora and a scoring mechanism for TIMEX2 and TimeML annotation respectively. These corpora and tools can therefore be used to evaluate the system, and give meaningful results to be compared against other systems.

In order to satisfy the requirements that the system gives similar performance to GUTime, GUTime was also evaluated in the same experiments.

The TERN corpus used is the ACE 2004 corpus, which consists of SGML documents. However, as TERNIP (and the pre-processing wrapper developed for GUTime) can only handle XML, only the subset of the corpus that can be parsed as valid XML is considered.

The TERN scorer outputs three relevant metrics for consideration with this project: recognition, extent, and normalisation. The recognition f-measure does not consider whether the extent of the TIMEX2 tags differs, only if there is some overlap between a timex in the gold standard and a timex in the hypothesis file (e.g., tagging “Monday” would still score as a match, even if the full timex in the gold standard is “last Monday”). The extent f-measure is also a score of recognition performance, but with the harsher condition of the extents of the tag being identical.

The final metric, the normalisation score, considers the val attribute on the TIMEX2 tag, giving a true positive if the strings match. The normalisation metric is given as the accuracy, i.e., the proportion of correctly annotated val attributes to the number of TIMEX2 tags in the gold standard that have val attributes. The TERN scorer was modified to convert the val attributes in both the gold standard and file to be scored into ISO 8601 basic format from extended, if need be. This issue is discussed at further length in section 6.

Although the TERN scorer outputs f-measures for each of these measures directly, simply taking a mean of these values results in macroaveraging effects (skewing the score towards correctly tagging documents with few timexes). To avoid these effects, the true positive, false positive, and true negative numbers are taken directly and then the f-measure computed over the whole result set – microaveraging.

For the TempEval-2 evaluation, the training data set was used, and the scorer was adjusted similarly to the TERN scorer to convert ISO 8601 extended representations into their basic equivalent.

Normalisation scoring for TempEval-2 proceeds as in TERN (a test of string equality between the value attributes), but recognition scoring takes a different approach. The recognition score works on a per-token basis, rather than a per-timex and per-extent basis. Whether each token is included in a timex in both the gold standard and the file to be scored is used to determine how that tag should be classified. This results in a metric which gives partial credit for incomplete extent recognition, however does result in the score being skewed on expression length; missing one 10-token timex will be penalised in the same way as missing ten 1-token timexes.

An additional issue was identified with GUTime. In some circumstances, GUTime will introduce unbalanced TIMEX3 tags to a valid XML document, making it invalid for parsing back to the TempEval-2 annotation format. TempEval-2 scoring works on the entire corpus at once, not on a per-document basis as with TERN, and as documents it corrupts cannot be loaded back in, the scorer sees it as if GUTime tagged nothing in those documents, giving GUTime an artificially lower score. In order to address this, documents that GUTime corrupts were removed from the corpus to give comparable results.

|  |  |  |
| --- | --- | --- |
| TERN evaluation | TERNIP | GUTime |
| Recognition (any overlap) | 0.68 | 0.68 |
| Recognition (extents match) | 0.57 | 0.56 |
| Normalisation (val attribute) | 0.82 | 0.57 |
| TempEval-2 evaluation |  |  |
| Recognition (per-token) | 0.78 | 0.75 |
| Normalisation (value attribute) | 0.69 | 0.65 |

Table 5 - TERNIP and GUTime performance scores (microaveraged f-measures)

These results are analysed in section 6.4.

## Speed and Throughput

Another key metric for evaluating system performance is that of speed of the system, both in terms of actual time, and in data throughput. To remove the overhead of the NLTK tokenisation and part-of-speech tagging routines, the subset of TERN corpus that can be parsed as XML (226 documents) was first marked up with sentence boundaries, token boundaries, and part-of-speech tags.

As performance against GUTime is a key concern for this project, GUTime was also evaluated in the same way against the same dataset. The pre-processing to add the sentence, token and part-of-speech information for TERNIP (to avoid NLTK overheads) is also required for GUTime, so it can be run directly on this pre-processed dataset.

A final concern for giving a fair result is that GUTime is likely to have substantial overhead due to the Perl interpreter and script having to be loaded per document, whereas using the TERNIP API eliminates this overhead, as the library can stay in memory between multiple documents. To give a fairer result, the documents were passed to the standalone TERNIP tagging script, as well as annotated using the TERNIP API (persistent in memory), and the GUTime script.

Another, less realistic, method to discover throughput is create a single large file, and giving that to the taggers. This file was constructed by taking the file ‘20000715\_AFP\_ARB.0054.eng’ from the TERN corpus, and then repeating the content within the body of the document 100 times.

The entire system was also evaluated against the TERN dataset, including the tokenisation and part-of-speech tagging processes from the NLTK, both as part of the TERNIP API and as a wrapper around GUTime, which gives an indicator of real world performance, when handling unprocessed data.

The speed and throughput tests were repeated five times, and the mean taken, which is shown in Table 6. This experiment was performed on a modern PC with a 2.4 GHz Intel Core 2 Quad Q6600 processor, 4 GB RAM and Intel X25M hard drive, running Windows 7 x64, Python 2.6.5 and Strawberry Perl 5.12.0.

|  |  |  |
| --- | --- | --- |
| Multi-Document | Execution time (s) | Throughput (kbytes/s) |
| TERNIP (script) | 324.4 | 5.075 |
| TERNIP (API) | 50.64 | 32.51 |
| GUTime | 88.65 | 18.57 |
| Single Document |  |  |
| TERNIP (script) | 23.67 | 28.18 |
| GUTime | 15.65 | 42.63 |
| Multi-Document (including pre-processing) | | |
| TERNIP (API) | 146.0 | 6.709 |
| GUTime | 461.2 | 2.124 |

Table 6 - Performance of TERNIP and GUTime against the TERN corpus

These results are analysed in section 6.4.

# Discussion

This section explores various issues of the implemented system and its performance. Section 6.1 analyses the system against the requirements identified in section 3, and section 6.4 analyses the performance of the system shown in section 5. Section 6.2 discusses issues identified during implementation of the system, and section 6.3 expands on this to discuss issues within the wider field of temporal expression recognition and normalisation.

To conclude the report, section 6.5 identifies aspects of future work that the system could be applied to, or which would improve the tool, and section 6.6 draws some high-level conclusions about the entire project.

## Meeting The Requirements

An important issue to discuss is whether the implemented system meets the seven requirements defined in section 3.

The first two requirements are clearly satisfied by the system; the tool is written in Python, and does perform the task expected of it, via use of a rule engine and a rule set converted from GUTime. Additionally, as this is implemented in the form of an API, the third requirement is satisfied.

The basic rule format (section 4.5.2) encapsulates rules in a standalone representation, completely independent of the application logic, satisfying requirement 4. Further encapsulation of the differing application logic and differing rule formats for the recognition and normalisation components, as well as the modular architecture of TERNIP satisfy requirements 5 and 6.

The final requirement, number 7, is partially satisfied by the ternip.formats class and the internal representation, which allows for support for different document types, as well an abstract internal representation. Issues due to fundamental differences between TIMEX2 and TIMEX3 set notation made implementing an agnostic system difficult, along with other issues, which are discussed in section 6.2.

With the exception of minor issues with the satisfaction of requirement 7, TERNIP can be considered to implement the identified requirements successfully.

## Implementation Issues

Although one of the core requirements was to support multiple different tagging formats, there are deficiencies in TERNIP’s implementation of the TIMEX2 tag format. Due to the desire to represent timexes internally in an abstract way, and the fundamental differences between TIMEX2 and TIMEX3’s handling of sets of dates, annotating particular attributes in TIMEX2 format is not possible. Another TIMEX2 attribute that was omitted from TERNIP is the GRANULARITY attribute. This omission was made as the TimeML standard deemed it unnecessary, as granularity is implicit in the timex value.

Additional issues may arise if theoretical future standards need to be supported that represent a large shift from the fundamental ideas behind TimeML. The attributes on the timex object in TERNIP are almost all directly taken from the TIMEX3 attribute list, with a few small changes (for example, referring to other timexes by reference to the object, than an identifier). Similarly, as normalisation rules directly set timex attributes directly to an acceptable (or a heavily related representation) TIMEX3 form, support for future standards may require new fields or changes to normalisation rules (if automatic translation between two attribute value formats is not possible).

A similar concern with future proofing stems from the internal use of the ISO 8601 basic representation, with the TIDES extension. If a future standard uses a different format for representing dates, then translation will be required from the internal form to the new representation, complicating matters. One potential solution would be to use an abstract representation for date values, perhaps based on Python’s datetime class, but with support for partial values and differing levels of granularity. However, this would have added significant complexity to the implementation, as well as making the expressions for setting the value attribute more complex (building a string is simpler than creating objects).

The translation process from GUTime to TERNIP also flagged up a number of deficiencies (clear typos in regular expressions, sections of rules with faulty guards that would never trigger, etc.) in GUTime, which were corrected in TERNIP. This is reflected in the marginally higher performance of TERNIP than GUTime on the same data.

Other issues were identified in GUTime, which made the translation to TERNIP rules harder. Most of these issues arose from GUTime’s extension of TempEx (Mani & Wilson, 2000) to add TimeML support. These included set expressions, where GUTime still uses TIMEX2 annotation formats, rather than TIMEX3, which needed an almost complete rewrite of these rules for TERNIP.

A final implementation issue in TERNIP is that in some circumstances, normalisation rule expressions will generate errors. This is occurs when the document creation time is not set, in which case relative dates which use this as a base date will fail, and generate a warning. These warnings are harmless, but ugly, and future work may be necessary, perhaps to add guards on the current context date for normalisation rules.

## Standard and Corpora Deficiencies

The implementation of TERNIP flagged a number of issues with corpora and implemented standards.

The TimeML annotation guidelines define the QUANT attribute as “generally a literal from the text that quantifies over the expression” (Saurí, Littman, Knippen, Gaizauskas, Setzer, & Pustejovsky, 2006), which is unspecific and limits the usefulness for later processing, as the possible values for the field are not well defined. Future revisions to the TimeML specification would benefit from a clearer specification of valid values or the format of the QUANT attribute.

Other issues in annotation arise from the ISO 8601 standard and differing levels of tool support. Scorers, for example, often consider normalisation to be performed correctly if value attributes between a key and response timex are identical. However, different expressions can resolve to the same temporal meaning, e.g., ‘P7D’ and ‘P1W’ are temporally equivalent, as a duration of 7 days is equal to a duration of 1 week. Scorers that only consider string equivalence would mark down a response for this. Other tools may have similar issues.

Another issue with ISO 8601 is the support for both basic and extended (which allows separators for date and time components) formats. This leads to a situation similar to durations where two different strings are temporally equivalent, e.g., 2010-08-20 in extended format is 20100820 in basic format.

Future revisions to the TimeML standard may benefit from defining a restricted subset of valid ISO 8601 to reduce ambiguity. Another option would be to implement an abstract date/time class (as discussed above) which tools could use in order to provide robust parsing and operations on ISO 8601 date values.

A final issue that was observed during implementation of TERNIP stems from the format of TimeML corpora. TimeML defines a number of valid tags in its XML schema, however the TimeBank corpus (Pustejovsky, et al., 2006) contains a large mix of tags (such as denoting tag boundaries) which are not defined in the XML schema. This is semantically invalid XML. The XML specification does contain a method for defining multiple acceptable XML schemas (for example, one for sentence boundary annotation in addition to TimeML) through the namespacing scheme. However, with no recommendation in the TimeML specification as to what the recommended URI for namespacing should be, this is unreliably implemented (TimeBank uses the URI ‘TimeML1.1.xsd’, whereas AQUAINT uses the URI ‘http://timeml.org/timeMLdocs/TimeML\_1.2.1.xsd’). At present, TERNIP does not implement support for TimeML namespaces and can support considering sentence/token boundary tags not part of the TimeML specification.

The AQUAINT corpus (Verhagen & Moszkowicz, 2008) better implements the TimeML specification as the XML documents do not contain superfluous tags, resulting in XML documents that are semantically well-defined. As effort continues to mature the TimeBank corpus and to merge it with AQUAINT, moving towards semantically well-defined XML should be a consideration.

Furthermore, future revisions of the TimeML specification should include a URI recommendation, which allows for tools that work with TimeML to support mixed format documents where TimeML is just one namespace within the document.

## System Performance

### Annotation Performance

Section 5 performed a series of tests to evaluate the performance of the system in the recognition and normalisation of temporal expressions, the results of which are shown in Table 5.

The performance of TERNIP is as expected for recognition on the TERN corpus. Small improvements in this task compared to GUTime do exist due to bug fixes made to the GUTime rules as they were converted to TERNIP rules, as well as other small changes to capture generality in some expressions. In the TempEval-2 corpus, the improvements over GUTime are larger; however, there is no clear reason for this. One possibility is that the conversion from TempEval-2 format to TERN format introduces spaces between all tokens as no token offset data is provided in the TempEval-2 corpus, where they may not be any expected by the GUTime rules.

Normalisation shows a different picture, with TERNIP performing considerably better than GUTime on the TERN data set. However, on the TempEval-2 set, this difference is lessened. The differences in TempEval-2 normalisation results could be put down to the small changes in functionality for normalisation and increase in generality captured during the rule translation process, but this would not explain the large discrepancy on the TERN corpus. Analysis of why GUTime performs substantially worse on the TERN dataset reveals that although normalisation is attempted for expressions which are incorrect, the resulting values are very far off the mark – in one case normalising the expression ‘today’ to ‘20301008’ when the document creation time is 15st August 2000. This suggests that the discovery of document creation time is flawed (as ‘today’ normalisation should just return the document creation time).

Further analysis of the problem discovered that the GUTime script only considers the DATE\_TIME element in a TERN document to discover the document creation time, whereas some documents (those it fails on) uses the DATE element. When GUTime cannot determine the document creation time, it falls back to the current date, in the form YY/MM/DD (i.e., in the flawed case above, ‘10/08/30’) as the base for relative expressions. This issue is compounded, as the TempEx core normalises this as an expression in the form MM/DD/YY, resulting in an extremely erroneous value, and causing the issue seen above. TERNIP’s normalisation performance on the TempEval-2 corpus is the same as GUTime’s performance as reported in Verhagen, et al. (2005), therefore it seems reasonable to consider that TERNIP performance is at least as good as GUTime.

Another important aspect to note is that the performance of GUTime against the TERN corpus is given by Verhagen, et al. (2005) as f-measures of 0.85 for recognition with any tag overlap and 0.78 for recognition with correct extents. There is no clear reason why these results could not be reproduced, but there are a number of possible reasons, including issues with pre-processing (for example, differing token boundaries or incorrect part-of-speech tags), or that GUTime performs particularly well on the non-XML parts of the TERN corpus.

### Speed and Throughput

One disappointing aspect of TERNIP is demonstrated in terms of its overall throughput compared to GUTime. Profiling execution reveals no single bottleneck in TERNIP code; therefore, it seems that the different, more complex, architecture (such as manipulating the DOM of a document rather than treating it as a string) as well as different interpreter overheads, is what results in this discrepancy. In terms of real-world usage when tagging multiple documents, the benefits TERNIP brings through its API and memory persistence allow for benefits to be reaped, giving an approximately 40% increase in throughput.

Tagging multi-document sets that are not pre-processed is slower still; however profiling indicates that the part-of-speech tagging process in the NLTK is the bottleneck here.

However, this loss in speed is outweighed by the improvements in code quality and the encapsulation and decoupling of many components of the system, which lend TERNIP its key feature as a framework for future development. Regardless, there retains scope for further optimisation if required, for example using a faster part-of-speech tagger, as well as the benefits more detailed profiling and optimisation would bring.

## Future Work

The implementation of TERNIP allows for its use as a framework to support the development of further recognition and normalisation modules, therefore there remains much possibility for implementation of existing techniques as TERNIP modules, or to support the development of new modules, such as ones which use machine learning techniques. Using TERNIP in this way allows implementation of new techniques to focus on the core issue of recognition or normalisation, distanced from the peripheral (but important) concerns of input/output representations, etc. The inclusion of scoring scripts and sample drivers in TERNIP also gives a very low barrier for entry and to assist development – being able to score system performance from a very early point.

An additional aspect of future work with TERNIP is to use it as a component for integration into toolkits that perform temporal expression recognition and normalisation. Ease of integration was a key concern when developing the API, and if toolkits standardise around the TERNIP API, then these toolkits can be very easily changed to support new, improved, tagging techniques easily.

As well as future development to extend and integrate TERNIP as a whole within larger projects, there also remains a large amount of scope for improvement of the rules currently implemented. A rule discovery tool, which outputs rules in TERNIP’s basic format based on expressions missed, or incorrect normalisation, compared to the gold standard would expand the rule set provided with TERNIP. Similarly, a tool that automatically compares the performance of TERNIP rules against different TERNIP rule sets (for example, checking if a new rule increases performance) would also aid development.

Unsurprisingly given the requirements, TERNIP contains a lot of potential for expansion, and the hope is that the NLP community find it useful for assisting in tasks of temporal recognition and normalisation.

## Conclusions

TERNIP can be considered a successful implementation of the requirements to solve the problem of a robust, reusable tool (and framework) for temporal expression recognition and normalisation. Some minor issues regarding abstracting timex representations and extendibility exist, but they do not impact TERNIP’s current performance.

Issues arisen during the implementation of TERNIP highlight that further work is required in order to develop more mature corpora and annotation standards. Deficiencies in corpora, particularly TimeBank (Pustejovsky, et al., 2006), exist in the implementation of the TimeML XML schema (Saurí, Littman, Knippen, Gaizauskas, Setzer, & Pustejovsky, 2006), compounded by under-specification in the TimeML standard. These issues can be addressed by defining a recommendation for an XML namespace URI in the TimeML standard, and for this to be implemented in TimeBank, leading to a corpus with semantically well-defined XML documents. Further ambiguity in the definition of TimeML fields, specifically the QUANT attribute, also would benefit from further work in future revisions of TimeML.

TERNIP as a whole allows for modularity in different components, lending itself well to future extensions to functionality and the introduction of new techniques for recognition and normalisation, as well as integration into wider toolkits. The separation of rule definition from the rule engine leads to a highly maintainable and robust system.

TERNIP’s rule engine component, with the rules derived from GUTime, scores an f-measure of 0.68 for recognition of timexes (when extents are not necessarily equal) and 0.82 for normalisation of the value attribute of the TIMEX on the TERN corpus. Compared to Chronos (Negri & Marseglia, 2004), which scored the highest f-measures at TERN 2004 of 0.926 and 0.872 for recognition and normalisation respectively, TERNIP’s performance is clearly not ground-breaking, as a result of the rule set being converted from GUTime. However, as Chronos is also rule-based, an investigation into converting these rules to TERNIP’s format may yield beneficial results.

Regardless, these results are positive, but illustrate that the problem of recognition and normalisation of temporal expressions is one that is not yet solved, and further work is needed. TERNIP’s role as an extensible tool can assist further work for this problem.
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