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**ABSTRACT**

In this document we propose a multi-agent-based solution, to solve the problem of electric vehicle allocation on the electric grid chargers.
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# INTRODUCTION

In the context of distributing energy to an electric vehicle fleet, some optimization problems can arise. In this way, it is essential to manage the cost of changing stations and minimize the number of unused stations. As well as minimize the waiting time of the vehicles to charge and to manage the power being delivered to the whole system. Managing the energy in the system is important because sometimes, in a time of crisis, it is critical to reduce energy provided to the system. And so, how the system adapts itself to optimize the delivery of energy to the vehicles. For example, in Lisbon it is estimated that there are 12 cars per charging station [1].

Defining solutions to this problem is relevant since it affects the overall power consumption and sustainability of maintaining a smart grid. Minimizing power consumption of systems is increasingly meaningful in a society where the number of electric devices is ever crescent.

In the scope of this project, we are doing a virtual simulation of a multi-agent-based solution to solve this problem. This simulation aims to produce a meaningful solution for the problem described earlier. The artifact proposed has the following characteristics.

# MULTI-AGENT SYSTEM

Our project will implement an environment and four unique agents. These agents will have different characteristics and goals, as well as different behaviors and interaction among themselves. These agents are:

**Driver Assistant** (DA): This agent's purpose is to evaluate the usage and consumption of the vehicle’s energy.

**Charger Handler** (CH): This agent's purpose is to evaluate the usage and consumption of the charging stations

**Power Operative** (PO): This agent's purpose is to evaluate and distribute power to the charging stations

**Energy Broker** (EB): This agent's purpose is to simulate a black box energy system that provides energy not only to our system but also the other systems such as hospitals, houses, etc.

In this project we are going to evaluate multiple solutions for the agents. The multiplicity of the agents - having multiple CHs, or only one, for example - is something that is going to be tested along the project to see which is the best option for our system.

# ASSUMPTIONS

It’s important to note some assumptions for the development of this project. First one is that we’re assuming that there are already in place charging stations in the city. Thus, we’re not focused on optimizing their location.

xMoreover, we’re also assuming that our fleet of vehicles have a well-established optimized route for their vehicles, that minimizes time and consumption. Therefore, we’re not focusing on optimizing this area as well. Talk about our 2 assumptions

# SYSTEM PROPERTIES

## Environment

### Representation

A weighted bi-directional graph represented graphically by a grid.

### Properties

**Accessible**: All the agents can obtain complete, accurate, up-to-date data about the smart grid.  
**Non-deterministic**: An action has no single guaranteed effect such as traffic.  
**Dynamic**: The world changes while the agent is deliberating.  
**Discrete**: We have a finite amount of actions.  
**Non-episodic**: Events have a direct correlation to other events.  
**Random**: Environment has random events, such as crises.   
**Cost**: Agents have a cost of energy/money for each iteration.

## Agents

### Driver Assistant (DA)

* **Architecture**: Hybrid and Emotional
* **Sensors**:
  + Grid
    - Traffic level (per road/edge)
    - Position
  + Battery level
* **Actuators**:
  + Move randomly (Move right, left, up, down)
  + Charge
  + Stop
  + Choose Station
  + Move to next edge to chosen station
  + Consume Energy
  + Communication with CHs
    - Message give me stations
    - Negotiation with CHs
  + Negotiate with DAs - who is first?
* **Intern state**:
  + Chosen station
  + Priority level
  + Battery size
  + Battery level
  + Reinforcement Learning Markov network (States and Transition matrixes)
* **Events**:
  + Low energy

### Charger Handler (CH)

* **Architecture**: Deliberative
* **Sensors**:
  + Grid
  + Inside stations
  + Energy consumption per station
  + Energy usage per station
  + Stations being used
  + Vehicles waiting
* **Actuators**:
  + Give energy to station
  + Turn On/Off charging station
  + Calculate earnings
  + Communicate with DA
    - Message DA about the station
  + Communicate with PO
    - Message PO that needs more Units of Energy
    - Message PO the amount of energy spent
  + Communicate with CH
    - Message other CHs of waiting time
* **Intern state**:
  + Number of stations
  + List of stations (each station has)
    - On/Off
    - Charging?
    - Priority Queue
  + Provider price per units of energy
  + Consumer price units of energy
  + Charge time
* **Events**:
  + Report best station to DA

### Power Operative (PO)

* **Architecture**: Hybrid (deliberative because it negotiates with CH and reactive in the rest)
* **Sensors**:
  + Communication with CH
  + Total amount of energy in the network (Worst case all energy given by EB)
  + Energy level of each CH (Max 300 Units, for example)
  + Flux of Energy (Units per day per CH, for example)
  + Energy Storage Unit
* **Actuators**:
  + Negotiation with CH
  + Give energy to CH
  + Receive energy from EB
  + Store energy
* **Intern state**:
  + Available energy

### Energy Broker (EB)

* **Architecture**: Reactive
* **Sensors**:
  + Initial input of Units of energy
* **Actuators**:
  + Give energy to PO
* **Intern state**:
  + Total amount of energy
* **Events**:
  + Power outage
  + Power redistribution (high fluctuation)

# INTERACTION/NEGOTIATION

## DA vs DA

Negotiation to decide who gets to charge first based on priority level and other factors

## CH vs DA

Case: There is a station that is not being used, CH negotiates with DA so that he passes there to use it. Goal of CH is to have a car charging, but the goal of the DA is to have the most efficient route.

## CH vs PO

Conflicting Goals: CH needs more power to charge, but the PO wants to minimize the power delivered to the system.

Align Goals: CH has an inactive station tells the PO to lower energy production. The energy needed might be forecasted.

# METRICS

Several different architectures will be tested. To analyze the best system architecture for each case the following metrics will be used:

* Profit margin: cost of maintaining stations vs money made on total simulation;
* Number of inactive stations for more than *x* time;
* Energy units spent per energy units provided;
* Time to charge (time waiting) along time (in Tics of time);
* Number of communications between DA, PO and CH;

These metrics change according to the following parameters:

* Number of vehicles and stations;
* Number of natural disasters (power failures and decreased flow of energy supplied to the system) and
* Number of priority vehicles;

The following system architectures will be tested (N denotes several of):

*1* x DA; *N* x CH; *1* x PO; *1* x EB;

*N* x DA; *N* x CH; *1* x PO; *1* x EB;

*1* x DA; *1* x CH; *1* x PO; *1* x EB;

*N* x DA; *1* x CH; *1* x PO; *1* x EB;
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