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# Caricamento package

require(gains)  
require(PRROC)  
require(broom)

## Warning: package 'broom' was built under R version 3.1.3

require(ResourceSelection)  
require(MKmisc)

## Warning: package 'MKmisc' was built under R version 3.1.3

require(perturb)  
require(caret)

## Warning: package 'caret' was built under R version 3.1.3

## Warning: package 'ggplot2' was built under R version 3.1.3

require(DAAG)  
library(pROC)

## Warning: package 'pROC' was built under R version 3.1.3

library(ROCR)

## Warning: package 'ROCR' was built under R version 3.1.3

## Warning: package 'gplots' was built under R version 3.1.3

require(MASS)  
library(devtools)

## Warning: package 'devtools' was built under R version 3.1.3

require(GGally)  
library(woe)  
require(ggplot2)  
require(dplyr)  
require(tidyr)  
select <- dplyr::select

# Set up cartelle e creazione dataset

getwd()

## [1] "/Users/Americo/Documents/Education/Unitelma/tesi/data\_analysis/analysis"

setwd("/Users/Americo/Documents/Education/Unitelma/tesi/data\_analysis/dataset")  
bank0\_df <- read.csv(file = "bank\_full.csv", sep = ";")  
bank0 <- tbl\_df(read.csv(file = "bank\_full.csv", sep = ";"))  
bank0\_sm <- read.csv(file = "bank.csv", sep = ";")

# Informazioni sul dataset

## Input variables

### bank client data

* 1 - age (numeric)
* 2 - job : type of job (categorical: "admin.","unknown","unemployed","management","housemaid","entrepreneur","student", "blue-collar","self-employed","retired","technician","services")
* 3 - marital : marital status (categorical: "married","divorced","single"; note: "divorced" means divorced or widowed)
* 4 - education (categorical: "unknown","secondary","primary","tertiary")
* 5 - default: has credit in default? (binary: "yes","no")
* 6 - balance: average yearly balance, in euros (numeric)
* 7 - housing: has housing loan? (binary: "yes","no")
* 8 - loan: has personal loan? (binary: "yes","no")

# related with the last contact of the current campaign:

* 9 - contact: contact communication type (categorical: "unknown","telephone","cellular")
* 10 - day: last contact day of the month (numeric)
* 11 - month: last contact month of year (categorical: "jan", "feb", "mar", ..., "nov", "dec")
* 12 - duration: last contact duration, in seconds (numeric)

### Other attributes:

* 13 - campaign: number of contacts performed during this campaign and for this client (numeric, includes last contact)
* 14 - pdays: number of days that passed by after the client was last contacted from a previous campaign (numeric, -1 means client was not previously contacted)
* 15 - previous: number of contacts performed before this campaign and for this client (numeric)
* 16 - poutcome: outcome of the previous marketing campaign (categorical: "unknown","other","failure","success")

## Output variable (desired target)

* 17 - y - has the client subscribed a term deposit? (binary: "yes","no")

It should be stressed that due to internal competition and current financial crisis, there are huge pressures for European banks to increase a financial asset. To solve this issue, one adopted strategy is offer attractive long-term deposit applications with good interest rates, in particular by using directed marketing campaigns. Also, the same drivers are pressing for a reduction in costs and time. Thus, there is a need for an improvement in efficiency: lesser contacts should be done, but an approximately number of successes (clients subscribing the deposit) should be kept.

## Missing Attribute Values

None

# Esplorazione del dataset

## Esplorazione dimensioni

str(bank0)

## Classes 'tbl\_df', 'tbl' and 'data.frame': 45211 obs. of 17 variables:  
## $ age : int 58 44 33 47 33 35 28 42 58 43 ...  
## $ job : Factor w/ 12 levels "admin.","blue-collar",..: 5 10 3 2 12 5 5 3 6 10 ...  
## $ marital : Factor w/ 3 levels "divorced","married",..: 2 3 2 2 3 2 3 1 2 3 ...  
## $ education: Factor w/ 4 levels "primary","secondary",..: 3 2 2 4 4 3 3 3 1 2 ...  
## $ default : Factor w/ 2 levels "no","yes": 1 1 1 1 1 1 1 2 1 1 ...  
## $ balance : int 2143 29 2 1506 1 231 447 2 121 593 ...  
## $ housing : Factor w/ 2 levels "no","yes": 2 2 2 2 1 2 2 2 2 2 ...  
## $ loan : Factor w/ 2 levels "no","yes": 1 1 2 1 1 1 2 1 1 1 ...  
## $ contact : Factor w/ 3 levels "cellular","telephone",..: 3 3 3 3 3 3 3 3 3 3 ...  
## $ day : int 5 5 5 5 5 5 5 5 5 5 ...  
## $ month : Factor w/ 12 levels "apr","aug","dec",..: 9 9 9 9 9 9 9 9 9 9 ...  
## $ duration : int 261 151 76 92 198 139 217 380 50 55 ...  
## $ campaign : int 1 1 1 1 1 1 1 1 1 1 ...  
## $ pdays : int -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 ...  
## $ previous : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ poutcome : Factor w/ 4 levels "failure","other",..: 4 4 4 4 4 4 4 4 4 4 ...  
## $ y : Factor w/ 2 levels "no","yes": 1 1 1 1 1 1 1 1 1 1 ...

dim(bank0)

## [1] 45211 17

Non ci sono variabili numeriche, solo interi e fattori. Da capire se servirà qualche trasformazione #Esplorazione tabellare distribuzioni univariate

summary(bank0)

## age job marital education   
## Min. :18.00 blue-collar:9732 divorced: 5207 primary : 6851   
## 1st Qu.:33.00 management :9458 married :27214 secondary:23202   
## Median :39.00 technician :7597 single :12790 tertiary :13301   
## Mean :40.94 admin. :5171 unknown : 1857   
## 3rd Qu.:48.00 services :4154   
## Max. :95.00 retired :2264   
## (Other) :6835   
## default balance housing loan contact   
## no :44396 Min. : -8019 no :20081 no :37967 cellular :29285   
## yes: 815 1st Qu.: 72 yes:25130 yes: 7244 telephone: 2906   
## Median : 448 unknown :13020   
## Mean : 1362   
## 3rd Qu.: 1428   
## Max. :102127   
##   
## day month duration campaign   
## Min. : 1.00 may :13766 Min. : 0.0 Min. : 1.000   
## 1st Qu.: 8.00 jul : 6895 1st Qu.: 103.0 1st Qu.: 1.000   
## Median :16.00 aug : 6247 Median : 180.0 Median : 2.000   
## Mean :15.81 jun : 5341 Mean : 258.2 Mean : 2.764   
## 3rd Qu.:21.00 nov : 3970 3rd Qu.: 319.0 3rd Qu.: 3.000   
## Max. :31.00 apr : 2932 Max. :4918.0 Max. :63.000   
## (Other): 6060   
## pdays previous poutcome y   
## Min. : -1.0 Min. : 0.0000 failure: 4901 no :39922   
## 1st Qu.: -1.0 1st Qu.: 0.0000 other : 1840 yes: 5289   
## Median : -1.0 Median : 0.0000 success: 1511   
## Mean : 40.2 Mean : 0.5803 unknown:36959   
## 3rd Qu.: -1.0 3rd Qu.: 0.0000   
## Max. :871.0 Max. :275.0000   
##

## Age

g\_age <- ggplot(bank0, aes(x = factor(age))) + geom\_bar(col = "white")  
g\_age

g\_age\_y <- ggplot(bank0, aes(x = factor(age), fill = y)) +   
 geom\_bar(col = "white", position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_age\_y

Vediamo che dai 30 ai 59 anni l'incidenza di sottoscrizioni è pari a quella complessiva; c'è anche da dire che dopo i 60 non ci sono numerosità grandi:

t\_age\_y <- bank0 %>%  
 group\_by (factor(age)) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_age\_y

## Source: local data frame [77 x 3]  
##   
## factor(age) n perc\_y  
## 1 18 12 0.5833333  
## 2 19 35 0.3142857  
## 3 20 50 0.3000000  
## 4 21 79 0.2784810  
## 5 22 129 0.3100775  
## 6 23 202 0.2178218  
## 7 24 302 0.2251656  
## 8 25 527 0.2144213  
## 9 26 805 0.1664596  
## 10 27 909 0.1551155  
## .. ... ... ...

Una idea potrebbe essere quella di fare un binning 18-30, 31-59, 60 o più. Certo che la variabile sembra predittiva.

bank0$age\_num <- as.numeric(bank0$age)  
bank0$age\_class <- cut(bank0$age\_num, breaks = c(min(bank0$age\_num)-1, 30, 59, max(bank0$age\_num)))  
bank\_age\_na <- bank0[is.na(bank0$age\_class),]  
  
age\_class\_woe <- bank0 %>%  
 select(age\_class, y) %>%  
 group\_by(age\_class) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
age\_class\_woe$woe <- log(age\_class\_woe$perc\_no / age\_class\_woe$perc\_y)  
age\_class\_IV <- sum((age\_class\_woe$perc\_no - age\_class\_woe$perc\_y) \* age\_class\_woe$woe)

bank0 %>%  
 select(age\_class, y) %>%  
 group\_by(age\_class) %>%  
 summarise(n = n(), perc\_y = mean(y =="yes"))

## Source: local data frame [3 x 3]  
##   
## age\_class n perc\_y  
## 1 (17,30] 7030 0.16287340  
## 2 (30,59] 36397 0.09737066  
## 3 (59,95] 1784 0.33632287

## Job

g\_job <- ggplot(bank0, aes(x = job)) +  
 geom\_bar()  
g\_job

g\_job\_y <- ggplot(bank0, aes(x = job, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_job\_y

Non molto predittivo, c'è l'età che fa da counfounding e spiega la stessa variabilità di studenti e pensionati.

t\_job\_y <- bank0 %>%  
 group\_by (job) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_job\_y

## Source: local data frame [12 x 3]  
##   
## job n perc\_y  
## 1 admin. 5171 0.12202669  
## 2 blue-collar 9732 0.07274969  
## 3 entrepreneur 1487 0.08271688  
## 4 housemaid 1240 0.08790323  
## 5 management 9458 0.13755551  
## 6 retired 2264 0.22791519  
## 7 self-employed 1579 0.11842939  
## 8 services 4154 0.08883004  
## 9 student 938 0.28678038  
## 10 technician 7597 0.11056996  
## 11 unemployed 1303 0.15502686  
## 12 unknown 288 0.11805556

Non mi spiego perché i disoccupati tendano a fare più depositi. Forse in questa categoria ci sono giovani a cui il deposito viene regalato dai genitori.

job\_woe <- bank0 %>%  
 select(job, y) %>%  
 group\_by(job) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
job\_woe$woe <- log(job\_woe$perc\_no / job\_woe$perc\_y)  
job\_IV <- sum((job\_woe$perc\_no - job\_woe$perc\_y) \* job\_woe$woe)  
  
#woe\_func <- function(x) {  
 #bank0 %>%  
 #select\_(x, "y") %>%  
 #group\_by\_(x) %>%  
 #summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 #mutate(perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 #select(starts\_with("perc"))  
  
#paste(c("x","\_","IV"), collapse="") <- sum((perc\_no - perc\_y) \* log(perc\_no / perc\_y))   
#}  
#woe\_func("job")#la NSE è troppo complessa

## Marital

g\_marital <- ggplot(bank0, aes(x = marital)) +  
 geom\_bar()  
g\_marital

g\_marital\_y <- ggplot(bank0, aes(x = marital, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_marital\_y

Non me lo aspettavo. Pochissima predittività della variabile

t\_marital\_y <- bank0 %>%  
 group\_by (marital) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_marital\_y

## Source: local data frame [3 x 3]  
##   
## marital n perc\_y  
## 1 divorced 5207 0.1194546  
## 2 married 27214 0.1012347  
## 3 single 12790 0.1494918

I single tendono a farne un po' di più. Anche qui, confounding dell'età giovanile?

marital\_woe <- bank0 %>%  
 select(marital, y) %>%  
 group\_by(marital) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
marital\_woe$woe <- log(marital\_woe$perc\_no / marital\_woe$perc\_y)  
marital\_IV <- sum((marital\_woe$perc\_no - marital\_woe$perc\_y) \* marital\_woe$woe)

## Education

g\_education <- ggplot(bank0, aes(x = education)) +  
 geom\_bar()  
g\_education

g\_education\_y <- ggplot(bank0, aes(x = education, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_education\_y

Sembra che a maggior livello culturale segua maggiore propensione a sottoscrivere depositi. Da capire se qui gli studenti fanno confounding, anche se ci credo meno. Penso (sarà da verificare con qualche analisi trivariata) che anche tra i trentacinquenni ci siano molti laureati.

t\_education\_y <- bank0 %>%  
 group\_by (education) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_education\_y

## Source: local data frame [4 x 3]  
##   
## education n perc\_y  
## 1 primary 6851 0.08626478  
## 2 secondary 23202 0.10559435  
## 3 tertiary 13301 0.15006390  
## 4 unknown 1857 0.13570275

education\_woe <- bank0 %>%  
 select(education, y) %>%  
 group\_by(education) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
education\_woe$woe <- log(education\_woe$perc\_no / education\_woe$perc\_y)  
education\_IV <- sum((education\_woe$perc\_no - education\_woe$perc\_y) \* education\_woe$woe)

## Default

g\_default <- ggplot(bank0, aes(x = default)) +  
 geom\_bar()  
g\_default

g\_default\_y <- ggplot(bank0, aes(x = default, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_default\_y

Pochissimi in default, i no si comportanto come il campione, ma d'altronde sono pressoché tutto il campione. Certo il sì è un po' predittivo, ma poca numerosità.

t\_default\_y <- bank0 %>%  
 group\_by (default) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_default\_y

## Source: local data frame [2 x 3]  
##   
## default n perc\_y  
## 1 no 44396 0.11796108  
## 2 yes 815 0.06380368

default\_woe <- bank0 %>%  
 select(default, y) %>%  
 group\_by(default) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
default\_woe$woe <- log(default\_woe$perc\_no / default\_woe$perc\_y)  
default\_IV <- sum((default\_woe$perc\_no - default\_woe$perc\_y) \* default\_woe$woe)

## Balance

g\_balance <- ggplot(bank0, aes(x = 1, y = balance)) +   
 geom\_boxplot()  
g\_balance

g\_balance\_y <- ggplot(bank0, aes(x = y, y = balance)) +   
 geom\_boxplot()  
g\_balance\_y

è una distribuzione con un range molto ampio ma un range interquartile molto ristretto, sia complessivamente che per i due gruppi. Provo a capire se posso analizzare i dati fino al 95 percentile

quantile(bank0$balance, c(seq(0.1, 1, 0.05)))

## 10% 15% 20% 25% 30% 35% 40% 45% 50% 55%   
## 0 0 22 72 131 198 272 352 448 563   
## 60% 65% 70% 75% 80% 85% 90% 95% 100%   
## 701 883 1126 1428 1859 2539 3574 5768 102127

balance\_p\_95 <- quantile(bank0$balance, 0.95)

bank0\_p95 <- bank0 %>%  
 filter(balance <= balance\_p\_95)  
g\_balance\_p95 <- ggplot(bank0\_p95, aes(x = 1, y = balance)) +   
 geom\_boxplot()  
g\_balance\_p95

g\_balance\_y\_p95 <- ggplot(bank0\_p95, aes(x = y, y = balance)) +   
 geom\_boxplot()  
g\_balance\_y\_p95

Ora comincia a essere evidente che chi sottoscrive depositi tende a avere saldo sul conto più alto; vale per la mediana del gruppo sì, ma anche per il terzo quartile. Quindi per saldi che crescono si tende a sottoscrivere più depositi, il che ha senso. più soldi hai, più ne puoi depositare.

bank0$balance <- as.numeric(bank0$balance)  
  
balance\_quantile <- quantile(bank0$balance, probs = seq(0.1,1,0.1))  
  
bank0$balance\_class <- cut(bank0$balance, breaks = c(min(bank0$balance)-1, -1, balance\_quantile), right = TRUE, labels = c("negative", "0", "(0, 22]", "(22,131]", "(131,272]", "(272,448]", "(448,701]", "(701,1126]", "(1126,1859]", "(1859,3574]", "(3574,102127]"))  
summary(bank0$balance\_class)

## negative 0 (0, 22] (22,131] (131,272]   
## 3766 3514 1773 4544 4516   
## (272,448] (448,701] (701,1126] (1126,1859] (1859,3574]   
## 4495 4522 4526 4513 4521   
## (3574,102127]   
## 4521

bank\_balance\_na <- bank0[is.na(bank0$balance\_class),] #ok  
  
  
t\_balance\_class\_y <- bank0 %>%  
 group\_by (balance\_class) %>%  
 summarise(n(), mean(y == "yes"))

Esatto. al crescere del saldo cresce la quota di coloro che sottoscrivono.

balance\_class\_woe <- bank0 %>%  
 select(balance\_class, y) %>%  
 group\_by(balance\_class) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
balance\_class\_woe$woe <- log(balance\_class\_woe$perc\_no / balance\_class\_woe$perc\_y)  
balance\_class\_IV <- sum((balance\_class\_woe$perc\_no - balance\_class\_woe$perc\_y) \* balance\_class\_woe$woe)

## Housing

g\_housing <- ggplot(bank0, aes(x = housing)) +  
 geom\_bar()  
g\_housing

g\_housing\_y <- ggplot(bank0, aes(x = housing, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_housing\_y

Una buona predittività, peraltro due gruppi di quasi uguale dimensione. Chi ha già un mutuo per la casa non sottoscrive depositi a lungo termine, ovvio.

t\_housing\_y <- bank0 %>%  
 group\_by (housing) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_housing\_y

## Source: local data frame [2 x 3]  
##   
## housing n perc\_y  
## 1 no 20081 0.1670236  
## 2 yes 25130 0.0769996

housing\_woe <- bank0 %>%  
 select(housing, y) %>%  
 group\_by(housing) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
housing\_woe$woe <- log(housing\_woe$perc\_no / housing\_woe$perc\_y)  
housing\_IV <- sum((housing\_woe$perc\_no - housing\_woe$perc\_y) \* housing\_woe$woe)

## Loan

g\_loan <- ggplot(bank0, aes(x = loan)) +  
 geom\_bar()  
g\_loan

g\_loan\_y <- ggplot(bank0, aes(x = loan, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_loan\_y

Una buona predittività, ma minore del mutuo. Chi ha un prestito personale tende a sottoscrivere meno depositi, certo che è un gruppo più ristretto, e infatti chi non li sottoscrive si comporta pressoché come il campione (un pelino più sottoscrivente).

t\_loan\_y <- bank0 %>%  
 group\_by (loan) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_loan\_y

## Source: local data frame [2 x 3]  
##   
## loan n perc\_y  
## 1 no 37967 0.12655727  
## 2 yes 7244 0.06681391

I volumi sono comunque significativi.

loan\_woe <- bank0 %>%  
 select(loan, y) %>%  
 group\_by(loan) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
loan\_woe$woe <- log(loan\_woe$perc\_no / loan\_woe$perc\_y)  
loan\_IV <- sum((loan\_woe$perc\_no - loan\_woe$perc\_y) \* loan\_woe$woe)

# Variabili di Contatto

## Contact

g\_contact <- ggplot(bank0, aes(x = contact)) +  
 geom\_bar()  
g\_contact

g\_contact\_y <- ggplot(bank0, aes(x = contact, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_contact\_y

Però, se la tipologia di contatto è sconosciuta non converte quasi nessuno, con cellulare più della media, e anche con telefono. buono a sapersi, ma che vorrà dire?

t\_contact\_y <- bank0 %>%  
 group\_by (contact) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_contact\_y

## Source: local data frame [3 x 3]  
##   
## contact n perc\_y  
## 1 cellular 29285 0.14918900  
## 2 telephone 2906 0.13420509  
## 3 unknown 13020 0.04070661

contact\_woe <- bank0 %>%  
 select(contact, y) %>%  
 group\_by(contact) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
contact\_woe$woe <- log(contact\_woe$perc\_no / contact\_woe$perc\_y)  
contact\_IV <- sum((contact\_woe$perc\_no - contact\_woe$perc\_y) \* contact\_woe$woe)

Finora la variabile più predittiva!

## Day

La trasformo in fattore, 31 livelli su 45000 osservazioni: ha senso

g\_day <- ggplot(bank0, aes(x = factor(day))) +  
 geom\_bar()  
g\_day

g\_day\_y <- ggplot(bank0, aes(x = factor(day), fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_day\_y

Distribuzione trimodale, abbastanza strana.

t\_day\_y <- bank0 %>%  
 group\_by (day) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_day\_y

## Source: local data frame [31 x 3]  
##   
## day n perc\_y  
## 1 1 322 0.27950311  
## 2 2 1293 0.14075793  
## 3 3 1079 0.16496756  
## 4 4 1445 0.15916955  
## 5 5 1910 0.11256545  
## 6 6 1932 0.09368530  
## 7 7 1817 0.08640616  
## 8 8 1842 0.10912052  
## 9 9 1561 0.11467008  
## 10 10 524 0.23091603  
## .. ... ... ...

I due giorni di maggior conversione sono quelli con i minori contatti. Credo bassa predittività.

day\_woe <- bank0 %>%  
 select(day, y) %>%  
 group\_by(day) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
day\_woe$woe <- log(day\_woe$perc\_no / day\_woe$perc\_y)  
day\_IV <- sum((day\_woe$perc\_no - day\_woe$perc\_y) \* day\_woe$woe)

Bassa ma non bassissima.

## Month

levels(bank0$month)

## [1] "apr" "aug" "dec" "feb" "jan" "jul" "jun" "mar" "may" "nov" "oct"  
## [12] "sep"

class(bank0$month)

## [1] "factor"

bank0$month <- factor(bank0$month, levels = c("jan","feb","mar", "apr","may","jun", "jul","aug", "sep", "oct", "nov","dec"))  
g\_month <- ggplot(bank0, aes(x = month)) +  
 geom\_bar()  
g\_month

g\_month\_y <- ggplot(bank0, aes(x = month, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_month\_y

Distribuzione molto concentrata in estate, con grande conversion nei mesi primaverili e autunnali. Perché? Pochissimi contatti, non più di centinaia. Il mese con più contatti ha la conversion più bassa. Potrebbe dipendendere dal fatto che minori quanttà di telefonate permettono maggiore qualità di vendita (vedi duration)? Forse, ma anche la stagionalità ha la sua parte. Chi pensa al futuro all'avvicinarsi dell'estate?

t\_month\_y <- bank0 %>%  
 group\_by (month) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes")) %>%  
 mutate (n\_rel = n / sum(n)\*100, n\_rel\_ind = 100/12) %>%  
 select(month, n, n\_rel, n\_rel\_ind, perc\_y)  
t\_month\_y

## Source: local data frame [12 x 5]  
##   
## month n n\_rel n\_rel\_ind perc\_y  
## 1 jan 1403 3.1032271 8.333333 0.10121169  
## 2 feb 2649 5.8591936 8.333333 0.16647792  
## 3 mar 477 1.0550530 8.333333 0.51991614  
## 4 apr 2932 6.4851474 8.333333 0.19679400  
## 5 may 13766 30.4483422 8.333333 0.06719454  
## 6 jun 5341 11.8134967 8.333333 0.10222805  
## 7 jul 6895 15.2507133 8.333333 0.09093546  
## 8 aug 6247 13.8174338 8.333333 0.11013286  
## 9 sep 579 1.2806618 8.333333 0.46459413  
## 10 oct 738 1.6323461 8.333333 0.43766938  
## 11 nov 3970 8.7810489 8.333333 0.10151134  
## 12 dec 214 0.4733361 8.333333 0.46728972

I mesi di maggior conversione sono quelli con i minori contatti. Se anche l'information Value e il p.value sono favorevoli, potre non includere month perché non mi spiego l'associazione negativa tra conversion e volumi. Month è il mese di ultima chiamata, quella di chiusura. Il call center potrebbe aver fatto comunque molte chiamate non di chiusura nel mese, non è detto che maggio sia stato mese di maggior lavoro di dicembre. Tuttavia laddove si concentrano più ultime chiamate di chiusura si converte meno. Ci devo tornare a riflettere.

month\_woe <- bank0 %>%  
 select(month, y) %>%  
 group\_by(month) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
month\_woe$woe <- log(month\_woe$perc\_no / month\_woe$perc\_y)  
month\_IV <- sum((month\_woe$perc\_no - month\_woe$perc\_y) \* month\_woe$woe)

Varibile più predittiva finora!

## Duration

g\_duration <- ggplot(bank0, aes(x = 1, y = duration)) +   
 geom\_boxplot()  
g\_duration

g\_duration\_y <- ggplot(bank0, aes(x = y, y = duration)) +   
 geom\_boxplot()  
g\_duration\_y

A chiamate più lunghe corrisponde una maggiore propensione alla conversion! Da capire se si fa riferimento alla penultima o all'ultima chiamata (credo la penultima sennò non avrebbe senso utilizzarla in un modello predittivo). Se è la penultima chiamata, si può immaginare che o un cliente di suo interessato ti tenga dipiù al telefono o che un venditore che lo tiene di più al telefono lo invoglia a comprare. Se l'ultima chiamata, be, c'è da valutae l'aumento dei tempi dovuto all'informativa legale e alla parte sottoscrittiva. Andrà analizzato comunque il rapporto con giorno e mese, perché in quelle varaiabili bassi volumi (poche chiamate, chiamate molto lunghe?) portavano alta conversion.

summary(bank0$duration)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.0 103.0 180.0 258.2 319.0 4918.0

duration\_quantile <- quantile(bank0$duration[bank0$duration != 0], probs = seq(0.1,1,0.1))  
bank0$duration\_class <- cut(bank0$duration, breaks = c(-1, 0, duration\_quantile), right = TRUE, labels = c("no call", "(0,58]", "(58,89]", "(89,117]", "(117,147]"," (147,180]", "(180,223]", "(223,280]", "(280,368]", "(368,548]", "(548,4918]"))  
  
t\_duration\_class\_y <- bank0 %>%  
 group\_by (duration\_class) %>%  
 summarise(n(), mean(y == "yes"))

g\_duration\_class\_y <- ggplot(bank0, aes(x = factor(duration\_class), fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_duration\_class\_y

Esatto. al crescere della durata della chiamata cresce la quota di coloro che sottoscrivono, o viceversa.

#devo togliere i tre valori nulli di duration altrimenti la formula va in errore  
duration\_class\_woe <- bank0 %>%  
 filter(duration\_class != "no call") %>%  
 select(duration\_class, y) %>%  
 group\_by(duration\_class) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
duration\_class\_woe$woe <- log(duration\_class\_woe$perc\_no / duration\_class\_woe$perc\_y)  
duration\_class\_IV <- sum((duration\_class\_woe$perc\_no - duration\_class\_woe$perc\_y) \* duration\_class\_woe$woe)

Ampiamente la più predittiva.

## Campaign

g\_campaign <- ggplot(bank0, aes(x = 1, y = campaign)) +   
 geom\_boxplot()  
g\_campaign

g\_campaign\_y <- ggplot(bank0, aes(x = y, y = campaign)) +   
 geom\_boxplot()  
g\_campaign\_y

Non mi sembra discrimini molto il numero di contatti precedenti.

bank0$campaign <- as.numeric(bank0$campaign)  
  
campaign\_quantile <- quantile(bank0$campaign, probs = seq(0.1,1,0.1)) #considerando i quantili il binning lo faccio a mano  
  
bank0$campaign\_class <- cut(bank0$campaign, breaks = c(0, 1, 2, 3, 4, 5, max(bank0$campaign)+1), right = TRUE, labels = c("1", "2", "3", "4", "5", "up 5"))  
summary(bank0$campaign\_class)

## 1 2 3 4 5 up 5   
## 17544 12505 5521 3522 1764 4355

bank\_campaign\_na <- bank0[is.na(bank0$campaign\_class),]   
nrow(bank\_campaign\_na) #ok

## [1] 0

t\_campaign\_class\_y <- bank0 %>%  
 group\_by (campaign\_class) %>%  
 summarise(n(), media = mean(y == "yes"))

g\_campaign\_class\_y <- ggplot(bank0, aes(x = factor(campaign\_class), fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_campaign\_class\_y

Andamento normale. La maggiore conversion si ha per tra il 30 e il quarantesimo percentile di contatti (da capire quanti contatti sono).

campaign\_class\_woe <- bank0 %>%  
 select(campaign\_class, y) %>%  
 group\_by(campaign\_class) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
campaign\_class\_woe$woe <- log(campaign\_class\_woe$perc\_no / campaign\_class\_woe$perc\_y)  
campaign\_class\_IV <- sum((campaign\_class\_woe$perc\_no - campaign\_class\_woe$perc\_y) \* campaign\_class\_woe$woe)  
  
  
############################################  
bank0 <- bank0 %>%  
 mutate(c\_class = ntile(campaign, 10))  
  
c\_class\_woe <- bank0 %>%  
 select(c\_class, y) %>%  
 group\_by(c\_class) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
c\_class\_woe$woe <- log(c\_class\_woe$perc\_no / c\_class\_woe$perc\_y)  
c\_class\_IV <- sum((c\_class\_woe$perc\_no - c\_class\_woe$perc\_y) \* c\_class\_woe$woe)  
c\_class\_IV

## [1] 0.5803398

table(bank0$campaign, bank0$c\_class)

##   
## 1 2 3 4 5 6 7 8 9 10  
## 1 4522 4521 4521 3980 0 0 0 0 0 0  
## 2 0 0 0 541 4521 4521 2922 0 0 0  
## 3 0 0 0 0 0 0 1599 3922 0 0  
## 4 0 0 0 0 0 0 0 599 2923 0  
## 5 0 0 0 0 0 0 0 0 1598 166  
## 6 0 0 0 0 0 0 0 0 0 1291  
## 7 0 0 0 0 0 0 0 0 0 735  
## 8 0 0 0 0 0 0 0 0 0 540  
## 9 0 0 0 0 0 0 0 0 0 327  
## 10 0 0 0 0 0 0 0 0 0 266  
## 11 0 0 0 0 0 0 0 0 0 201  
## 12 0 0 0 0 0 0 0 0 0 155  
## 13 0 0 0 0 0 0 0 0 0 133  
## 14 0 0 0 0 0 0 0 0 0 93  
## 15 0 0 0 0 0 0 0 0 0 84  
## 16 0 0 0 0 0 0 0 0 0 79  
## 17 0 0 0 0 0 0 0 0 0 69  
## 18 0 0 0 0 0 0 0 0 0 51  
## 19 0 0 0 0 0 0 0 0 0 44  
## 20 0 0 0 0 0 0 0 0 0 43  
## 21 0 0 0 0 0 0 0 0 0 35  
## 22 0 0 0 0 0 0 0 0 0 23  
## 23 0 0 0 0 0 0 0 0 0 22  
## 24 0 0 0 0 0 0 0 0 0 20  
## 25 0 0 0 0 0 0 0 0 0 22  
## 26 0 0 0 0 0 0 0 0 0 13  
## 27 0 0 0 0 0 0 0 0 0 10  
## 28 0 0 0 0 0 0 0 0 0 16  
## 29 0 0 0 0 0 0 0 0 0 16  
## 30 0 0 0 0 0 0 0 0 0 8  
## 31 0 0 0 0 0 0 0 0 0 12  
## 32 0 0 0 0 0 0 0 0 0 9  
## 33 0 0 0 0 0 0 0 0 0 6  
## 34 0 0 0 0 0 0 0 0 0 5  
## 35 0 0 0 0 0 0 0 0 0 4  
## 36 0 0 0 0 0 0 0 0 0 4  
## 37 0 0 0 0 0 0 0 0 0 2  
## 38 0 0 0 0 0 0 0 0 0 3  
## 39 0 0 0 0 0 0 0 0 0 1  
## 41 0 0 0 0 0 0 0 0 0 2  
## 43 0 0 0 0 0 0 0 0 0 3  
## 44 0 0 0 0 0 0 0 0 0 1  
## 46 0 0 0 0 0 0 0 0 0 1  
## 50 0 0 0 0 0 0 0 0 0 2  
## 51 0 0 0 0 0 0 0 0 0 1  
## 55 0 0 0 0 0 0 0 0 0 1  
## 58 0 0 0 0 0 0 0 0 0 1  
## 63 0 0 0 0 0 0 0 0 0 1

Wow, che scoperta. Se raggruppo campaign in classi definite da me in base ai quantili, l'information value è 0.08, abbastanza basso. Se uso ntile è 0.58, suspicious. E infatti è sospetto: ntile raggruppa in 10 gruppi di pari dimensioni, ma questo per distribuzioni molto strette comporta che in due gruppi diversi (livelli diversi, valori diversi) ci sia la stessa informazione. Se si vede la cross table, i gruppi 1 2 e 3 sono identici, ma portano (casualmente!) dei woe molto diversi!

## pdays

Considerando che questa variabile include info quantitative (giorni dall'ultima campagna) e qualitativa (contattato si/no) procederò subito con una fattorializzazione.

g\_pdays\_quant <- bank0 %>%   
 filter(pdays != -1) %>%   
 ggplot(aes(x = 1, y = pdays)) + geom\_boxplot()  
  
g\_pdays\_quant\_y <- bank0 %>%   
 filter(pdays != -1) %>%   
 ggplot(aes(x = y, y = pdays)) + geom\_boxplot()

Per chi è stato contattato in passato, è evidente che se è passato meno tempo tende a convertire di pià.

Proviamo un raggruppamento in classi. Potrei fare una classe per i mai contattati e poi 10 classi di pari frequenza.

pdays\_quantile <- quantile(bank0$pdays[bank0$pdays != -1], probs = seq(0.1,1,0.1))  
bank0$pdays\_class <- cut(bank0$pdays, breaks = c(-2, 0, pdays\_quantile), right = TRUE, labels = c("no campaign", "(0,91]", "(91,108]", "(108,159]", "(159,181]"," (181,194]", "(194,258]", "(258,300]", "(300,343]", "(343,362]", "(362,871]"))  
table(bank0$pdays\_class)

##   
## no campaign (0,91] (91,108] (108,159] (159,181] (181,194]   
## 36954 844 817 819 835 814   
## (194,258] (258,300] (300,343] (343,362] (362,871]   
## 833 825 879 765 826

#le classi non sono di uguale numerosità, ma è normale perché ci sono numeri che si ripetono. ntile infatti crea classi di uguale numerosità in cui uno stesso valore può stare in due classi diverse. non va bene.

g\_pdays\_class <- ggplot(bank0, aes(x = pdays\_class)) +  
 geom\_bar()  
g\_pdays\_class#ovvio

g\_pdays\_class\_y <- ggplot(bank0, aes(x = pdays\_class, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_pdays\_class\_y

Variabile molto predittiva con andamento un po' anomalo. Molta conversione per pochi giorni trascorsi, poi meno, poi risale.

pdays\_class\_woe <- bank0 %>%  
 select(pdays\_class, y) %>%  
 group\_by(pdays\_class) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
pdays\_class\_woe$woe <- log(pdays\_class\_woe$perc\_no / pdays\_class\_woe$perc\_y)  
pdays\_class\_IV <- sum((pdays\_class\_woe$perc\_no - pdays\_class\_woe$perc\_y) \* pdays\_class\_woe$woe)

0.34. Buona predittività.

## Previous

g\_previous\_quant <- ggplot(bank0, aes(x = 1, y = previous)) +   
 geom\_boxplot()  
g\_previous\_quant

g\_previous\_quant\_y <- ggplot(bank0, aes(x = y, y = previous)) +   
 geom\_boxplot()  
g\_previous\_quant\_y

Quasi nessuno è stato contattato, è una distribuzione fortemente asimettrica. Provo a fare i medesimi grafici togliendo il valore zero.

g\_previous\_nz\_quant <- bank0 %>%   
 filter(previous > 0) %>%   
 ggplot(aes(x = 1, y = previous)) + geom\_boxplot()  
g\_previous\_nz\_quant

g\_previous\_nz\_quant\_y <- bank0 %>%   
 filter(previous > 0) %>%   
 ggplot(aes(x = y, y = previous)) + geom\_boxplot()  
g\_previous\_nz\_quant\_y

Comunque tutti valori molto molto bassi.

Anche qui provo un raggruppamento in classi, 0 e non 0.

previous\_quantile <- quantile(bank0$previous[bank0$previous > 0], probs = seq(0.1,1,0.1))  
#Considerando i decili, preferisco fare 7 classi di non pari frequenza: da 0 a 6 e maggiore di 6  
bank0$previous\_class <- cut(bank0$previous, breaks = c(0, 1, 2, 3, 4, 5, 7, max(bank0$previous)+1), right = FALSE, labels = c("0 contact", "1 contact", "2 contact", "3 contact", "4 contact","5 or 6 contact", "+ 6 contact"))  
table(bank0$previous\_class)

##   
## 0 contact 1 contact 2 contact 3 contact 4 contact   
## 36954 2772 2106 1142 714   
## 5 or 6 contact + 6 contact   
## 736 787

summary(bank0$previous\_class)#no NA

## 0 contact 1 contact 2 contact 3 contact 4 contact   
## 36954 2772 2106 1142 714   
## 5 or 6 contact + 6 contact   
## 736 787

#le classi non sono di uguale numerosità, ma è normale perché ci sono numeri che si ripetono. ntile infatti crea classi di uguale numerosità in cui uno stesso valore può stare in due classi diverse. non va bene.

g\_previous\_class <- ggplot(bank0, aes(x = previous\_class)) +  
 geom\_bar()  
g\_previous\_class #6 contact è classe davvero poco numerosa, non so se ricondurla a 5 o più => yes

g\_previous\_class\_y <- ggplot(bank0, aes(x = previous\_class, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_previous\_class\_y

Variabile molto predittiva , tendenzialmente più contatti ci sono stati per la precedente campagna più si converte per questa. Chiaro, è gente interessata che forse ha anche convertito per la precedente campagna (da analizzare la correlazione tra previos e poutcome)

previous\_class\_woe <- bank0 %>%  
 select(previous\_class, y) %>%  
 group\_by(previous\_class) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
previous\_class\_woe$woe <- log(previous\_class\_woe$perc\_no / previous\_class\_woe$perc\_y)  
previous\_class\_IV <- sum((previous\_class\_woe$perc\_no - previous\_class\_woe$perc\_y) \* previous\_class\_woe$woe)

0.22 discreta predittività.

## Poutcome

g\_poutcome <- ggplot(bank0, aes(x = poutcome)) +  
 geom\_bar()  
g\_poutcome

g\_poutcome\_y <- ggplot(bank0, aes(x = poutcome, fill = y)) +  
 geom\_bar(position = "fill") +  
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_poutcome\_y

Unknown saranno i zero contact e i no camaign. Lo capirò analizzando la relazione tra queste variabili. Ovviamente per chi ha convertito la scora volta grande conversion anche stavolta.

t\_poutcome\_y <- bank0 %>%  
 group\_by (poutcome) %>%  
 summarise (n = n(), perc\_y = mean(y=="yes"))  
t\_poutcome\_y

## Source: local data frame [4 x 3]  
##   
## poutcome n perc\_y  
## 1 failure 4901 0.12609671  
## 2 other 1840 0.16684783  
## 3 success 1511 0.64725347  
## 4 unknown 36959 0.09161503

poutcome\_woe <- bank0 %>%  
 select(poutcome, y) %>%  
 group\_by(poutcome) %>%  
 summarise(n\_no = sum(y == "no"), n\_y = sum(y == "yes")) %>%  
 mutate (perc\_no = n\_no / sum(n\_no), perc\_y = n\_y / sum(n\_y)) %>%  
 select (starts\_with("perc"))  
poutcome\_woe$woe <- log(poutcome\_woe$perc\_no / poutcome\_woe$perc\_y)  
poutcome\_IV <- sum((poutcome\_woe$perc\_no - poutcome\_woe$perc\_y) \* poutcome\_woe$woe)

0.51, molto predittiva, ovviamente.

## WOE

Creiamo il vettore dell'information value e mettiamolo in un grafico a barre

names(bank0)

## [1] "age" "job" "marital" "education"   
## [5] "default" "balance" "housing" "loan"   
## [9] "contact" "day" "month" "duration"   
## [13] "campaign" "pdays" "previous" "poutcome"   
## [17] "y" "age\_num" "age\_class" "balance\_class"   
## [21] "duration\_class" "campaign\_class" "c\_class" "pdays\_class"   
## [25] "previous\_class"

IV <- c(age\_class\_IV, job\_IV, marital\_IV, education\_IV, default\_IV, balance\_class\_IV, housing\_IV, loan\_IV, contact\_IV, day\_IV, month\_IV, duration\_class\_IV, campaign\_class\_IV, pdays\_class\_IV, previous\_class\_IV, poutcome\_IV)  
Variables <- c("age\_class", "job", "marital", "education", "default", "balance\_class", "housing", "loan", "contact", "day", "month", "duration\_class", "campaign\_class", "pdays\_class", "previous\_class", "poutcome")  
t\_IV\_all <- data.frame(Variables, IV)  
t\_IV\_all <- t\_IV\_all %>%  
 arrange(desc(IV))

Nota su duration: ho scoperto da uno studio su internet che duration fa riferimento alla chiamata di chiusura; perciò non è utilizzabile ai nostri fini, e l'information value sopra lo 0.5, anzi, sopra l'unità la rendeva una variabile assai sospetta. Quindi non la includeremo.

g\_IV\_all <- ggplot(t\_IV\_all, aes(x= reorder(Variables, IV), y= IV)) +  
 geom\_bar(stat='identity') +  
 coord\_flip()  
g\_IV\_all

Duration class è la più sospetta, troppo predittiva. Può darsi che i miei sospetti sul fatto che si riferisca alla chiamata di chiusura siano veri.

# GGpairs

#bank0\_ggpairs <- ggpairs(bank0\_sm) non è venuto bene

# Tre tipologie di relazione tra tre variabili

Forniamo un breve commento ai tre esempi che seguono.

Al punto 1 presentiamo la situazione detta *spiegazione*. La tab. 3 mostra la tabella a doppia entrata originale che mette in relazione il numero delle pompe antincendio presenti sul luogo di un incendio e l’entità dei danni dello stesso. Come si vede tra le due variabili vi è relazione: solo il 30% degli incidenti è caratterizzato da danni superiori a 10.000$ se le autopompe non sono più di 2, sale al 59% se le autopompe sono più di 2. Naturalmente il numero di autopompe che vengono inviate sul luogo dell’incendio sarà legato alle dimensioni dell’incendio stesso e quindi al presumibile danno prodotto. Quindi occorre *controllare la relazione originale* introducendo la variabile “dimensione dell’incendio”. Si vede così in tab 1 che a parità di dimensioni dell’incendio, non vi è alcuna relazione tra numero di autopompe e ammontare del danno: se le dimensioni sono ridotte solo il 5% degli incendi produce un danno superiore a 10.000$, indipendentemente dal numero di autopompe presenti; questa percentuale sale all’80% quando l’incendio è di ampie dimensioni, anche qui indipendentemente dal numero di autopompe coinvolte. E’ ovvio che il numero di autopompe non può determinare le dimensioni dell’incendio, ma ne è una sua conseguenza. Il numero di autopompe non determina neppure l’ammontare dei danni. In realtà le dimensioni causano sia il numero di autopompe che l’ammontare del danno, così che la relazione tra autopompe e danno è fittizia, dovuta esclusivamente alla terza variabile, perciò *spuria*. => Non so se il confondimento implica che la relazione sia spuria.

Al punto 2 presentiamo la situazione detta *interpretazione*. La tab. 6 mostra la tabella a doppia entrata originale che mette in relazione sesso e coinvolgimento in incidenti. Come si vede le donne hanno meno incidenti dei maschi: 32% e 44% rispettivamente. Bisogna però considerare che, al di là della prudenza e delle capacità di guida, il semplice fatto di percorrere mediamente più chilometri espone ad una probabilità maggiore di incorrere in incidenti. Se introduciamo come terza variabile la percorrenza chilometrica annua (tab. 4) vediamo che la relazione tra sesso e incidenti sparisce: se la percorrenza è bassa il 25% dei conducenti è coinvolto in incidenti qualunque sia il suo sesso; se la percorrenza è alta questa percentuale sale al 52% sia tra i maschi che tra le femmine. *A prima vista, la relazione tra sesso e incidenti potrebbe apparire spuria come nell’esempio precedente. Qui però vi è una differenza fondamentale: la terza variabile non è la causa delle due variabili originali (la percorrenza non causa il sesso del conducente)*. *Siamo invece in presenza di una catena causale: il sesso causa la percorrenza che a sua volta causa il coinvolgimento in incidenti. Insomma la relazione tra sesso e incidenti non è fittizia*, appare a prima vista incomprensibile perché è *mediata* da una variabile intermedia, la percorrenza. E’ in questo senso che si dice che la relazione originale è interpretata. Anche qui forniamo la tab. 5, forma compatta della tab. 4.=> l'interpretazione è quando tra la relazione causale tra2 variabili se ne include una terza intermedia che cambia l'interpretazione della relazione, che comunque ha senso, non è spuria come nobel e cioccolato.

Al punto 3 presentiamo la situazione detta *specificazione*. La tab. 9 mostra la tabella a doppia entrata originale che mette in relazione orientamento politico e interesse per la politica. La tab. 7 mostra cosa accade *quando introduciamo come variabile di controllo*, il titolo di studio. In origine tra coloro che si collocano a sinistra il 28% ha un interesse alto, che scende al 15% tra i soggetti di destra. Questa differenza resta anche quando si introduce la terza variabile. Bisogna però notare che tra coloro che hanno un basso grado di istruzione i valori sono pari a 19% e 7%, cioè valori più bassi di quelli della relazione bivariata e con una differenza tra sinistra e destra equivalente. Tra coloro invece che hanno un elevato titolo di studio l’interesse per la politica aumenta: coloro che sono molto interessati crescono rispettivamente al 36% e al 18%, rispettivamente per sinistra e destra, con una differenza tra i due pari a 18 punti percentuali, contro i 13 della relazione originaria. Qui entrambe le variabili “orientamento” e “titolo” influenzano la dipendente ed è per questo che si parla di “specificazione” della relazione originale.=> a me questo sembra effetto di interazione: l'introduzione di una terza variabile porta a un effetto congiunto delle due indipendenti che è piu (perché cambiano le differenze tra i valori) della loro moltiplicazione.

# Link utili

* [epidemiologia1](http://www.quadernodiepidemiologia.it/epi/freq/stn_mis.htm)
* [epidemiologia2](http://www.quadernodiepidemiologia.it/epi/assoc/ass_nc.htm)
* [confounding and interaction](https://www.ctspedia.org/do/view/CTSpedia/InterConfound)
* [stratified analysis - il più importante](http://www.sjsu.edu/faculty/gerstman/StatPrimer/stratified.PDF)

L'ultimo link, un pdf, è semplicemente illuminante. Così come il paragrafo che ho copiato sopra.

# Confounding and interaction: crude vs stratified analysis.

Confounding (from the Latin confundere: to mix together) is a *distortion of an association* between an exposure (E) and disease (D) brought about by extraneous factors (C1, C2, etc). Since confounding is a systematic (not random) error, hypothesis testing cannot be used to detect it. It is a judgement based science. The analyst should start with simple comparisons of means and proportions.

Interaction, as distinct from confounding, is the interdependent operation of two or more factors to produce an unanticipated effect. Interactions is usually addressed by reporting data by subgroups.

Measures of association in the aggregate are called crude measures of association.

Stratification might reveal otherwise hidden confounding and interaction. Example with RR; se il RR crudo è 4.00, e stratificando per i tre livelli di C abbiamo sempre RRC=4.00, allora la stratificazione è superflua. Se RRC = 1.00 sempre, allora c'è confounding. Se RRC = 1.00, 3.00, 25.00, c'è interazione.

Spesso c'è in parte confounding e in parte interaction. The best estimate of association is both valid and precise. If interaction is present, strata-specific measures of association are reported. If interaction is absent but confounding is present, summary (adjusted) measures of association are reported. If neither interaction nor confounding are present, crude (unadjusted) measures of association are reported. In general, the most parsimoniously unconfounded presentation of the data is preferred. If the association between the exposure and disease is not found by scrutinizing the data in the 2-by-2 table, it's hard to support. Simple is better. Qui si parla di RR e di quale va riportato se c'è confounding e/o se c'è interaction.

## previous e poutcome

In questo caso sia il numero di contatti della precedente campagna che l'esito della precedente campagna sono predittive. Solo che osservando che al crescere dei contatti della precedente campagna cresce la conversion dell'attuale, mi domando se in realtà non sia stato la predisposizione a convertire della precedente campagna a generare sia tanti contatti (mi faccio chiamare e risponso perché interessato) che l'attuale conversion (ero e sono interessato a sottoscrivere prodotti aggiuntivi).

t\_previous\_y <- bank0 %>%  
 group\_by(previous\_class) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes")) %>%  
 mutate(freq\_rel = n / sum(n)) %>%  
 select(previous\_class, y\_rate)  
  
t\_previous\_poutcome\_y <- bank0 %>%  
 group\_by(previous\_class, poutcome) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes")) %>%  
 mutate(freq\_rel = n / sum(n)) %>%  
 select(previous\_class, poutcome, y\_rate) %>%  
 spread(previous\_class, y\_rate)  
  
g\_previous\_class\_poutcome\_f <- g\_previous\_class + facet\_wrap(~poutcome)  
g\_previous\_class\_poutcome <- ggplot(bank0, aes(x = factor(previous\_class), fill = poutcome)) +  
 geom\_bar(position = "fill")  
g\_previous\_poutcome\_y <- g\_previous\_class\_y + facet\_wrap(~poutcome)  
g\_previous\_class\_y

Ora, per ogni esito della precedente campagna, il numero dei contatti discrimina molto meno che nella crude analysis (tranne che per esito sconosciuto, che però coincide con contati zero, cioè nessuna partecipazione alla precedente campagna). Perciò la mia ipotesi è abbastanza confermata, poutcome ci permette di interpretare abbastanza la relazione tra contatti e conversion. Come controprova, faccio il condizionamento al contrario:

g\_poutcome\_previos\_y <- g\_poutcome\_y + facet\_wrap(~previous\_class)  
g\_poutcome\_previos\_y

![](data:image/png;base64,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)

Per ogni contatto c'è una bella discriminazione della conversion, perciò la mia ipotesi era esatta. è la predispozione a convertire nella vecchia campagna che contribuisce a determinare il numero di contatti e la nuova conversion.

*La conclusione è che se includeremo nel modello previous andrebbe incluso anche poutcome, come variabile di controllo? Oppure basta poutcome? Mah, alla fine soprattutto per il livello failure, il numero di contatti discrimina, quindi includerei entrambe.*.

## Age e job

g\_age\_class <- ggplot(bank0, aes(x = age\_class)) +   
 geom\_bar()  
g\_age\_class\_y <- ggplot(bank0, aes(x = age\_class, fill = y)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_age\_class\_y

g\_job

g\_job\_y

g\_job\_age\_class <- ggplot(bank0, aes(x = job, fill = age\_class)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2)  
g\_job\_age\_class

#distribuzione molto sbilanciata della variabile di controllo per i due livelli studenee pensionato, probabile che age aiuti a capire la relazione tra job e conversion.  
  
g\_job\_age\_class\_y <- ggplot(bank0, aes(x = job, fill = y)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2) +  
 facet\_wrap(~age\_class) +  
 theme(axis.text.x = element\_text(angle = 45, hjust = 1))  
g\_job\_age\_class\_y

La proporzione delle fasce di età nei job mostra squilibri; ci sono molte professioni dove quasi tutti sono adulti, gli studenti poi sono quasi tutti giovani e i pensionati sono metà adulti e metà anziani. Mentre la relazione tra job e conversion ci dice che i pensionati convertono di più, controllando per l'età vediamo che convertono non se pensionati, ma se pensionati vecchi. Se vai in pensione adulto non converti.

Se ci limitiamo agli anziani, tutti i job convertono molto, ma comunque i pensionati di più. Quindi è chiaro che i pensionati crudamente convertono di più perché in essi la metà è anziana, ma comunque tra gli anziani i pensionati convertono più degli altri. Essere vecchio ti fa convertire, essere vecchio e in pensione ancora di più. Vi è una qualche interazione.

Invece gli studenti convertono anche se adulti; se si osserva la conversion per fasce di età, gli adulti convertono nella media; se invece sei adulto ma studente converti più della media, perciò essere studente è legato al convertire a prescindere (in parte) dall'età.

Il problema andrebbe complicato ragionando sui volumi bassi di alcuni sottogruppi.

## Age e marital

g\_age

g\_age\_y

g\_age\_class

g\_age\_class\_y

g\_marital

g\_marital\_y

Voglio capire se i single convertono in quanto giovani, con l'età a fare da confounder o effect modifier.

g\_marital\_age\_class <- ggplot(bank0, aes(x = marital, fill = age\_class)) +   
 geom\_bar(position = "fill")   
g\_marital\_age\_class

#infatti la proporzione di giovani nei single è altissima, negli altri due casi lo stato maritale e l'età sono quasi indipendenti  
g\_marital\_age\_class\_y <- ggplot(bank0, aes(x = marital, fill = y)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2) +  
 facet\_wrap(~age\_class)  
g\_marital\_age\_class\_y

t\_marital\_age\_class <- bank0 %>%  
 group\_by(marital, age\_class) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes")) %>%  
 mutate(freq\_rel = n / sum(n))  
  
t\_marital\_age\_class\_y <- bank0 %>%  
 group\_by(marital, age\_class) %>%  
 summarise(y\_rate = mean(y == "yes")) %>%  
 select(marital, age\_class, y\_rate) %>%  
 spread(marital, y\_rate)  
t\_marital\_y

## Source: local data frame [3 x 3]  
##   
## marital n perc\_y  
## 1 divorced 5207 0.1194546  
## 2 married 27214 0.1012347  
## 3 single 12790 0.1494918

Gli anziani single sono 61, quindi la predittività è poco significativa.

La mia ipotesi di partenza è che i single convertissero in quanto giovani. L'ipotesi sembra confermata; innanzitutto la proporzione di giovani tra i single è molto più alta che negli altri due stati maritali, dove la proporzione è quasi identica (e ci può stare, e dove non è identica è perché in divorced ci sono anche i vedovi). Analizzando poi il comportamento dei tre stati per ogni fascia di età, si vede che se sei giovane converti solo se sei anche single, se sei giovane ma sposato (2060 casi) non converti. Quindi l'età non fa da confounder, ma da effect modifier, perché nella fascia giovanile la conversion dei single è potenziata rispetto a quella complessiva, per quanto il trend sia identico (minor conversion gli sposati, maggiore i single). Ma in realtà abbiamo scoperto che i giovani convertono solo se single. Gli anziani convertono assai, come è ovvio, ma il comportamento dei tre stati maritali (per quanto i numeri siano bassi) si invertono; anche qui c'è interazione! E di sicuro è dovuta allo specifico comportamento degli anziani vedovi.

Nella fascia adulti i tre stati maritali convertono come per tutto il portafoglio, invece.

Ma non sarà che è lo stato maritale a fare da confounding?

g\_age\_class\_marital\_y <- ggplot(bank0, aes(x = age\_class, fill = y)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2) +  
 facet\_wrap(~marital)  
g\_age\_class\_marital\_y
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Non abbiamo trovato confounding, ma una relazione di interazione, che ci fa dire soprattutto che i giovani che convertono sono i single. *Si potrebbe pensare di includere un effetto di interazione nel modello*.

## Education and job

Convertono di più i laureti. Magari non è questione di job che fai ma di educazione che hai.

g\_education

g\_job

g\_job\_y

g\_education\_y

g\_education\_job <- ggplot(bank0, aes(x = job, fill = education)) +   
 geom\_bar(position = "fill")   
g\_education\_job

g\_education\_job\_y <- ggplot(bank0, aes(x = job, fill = y)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2) +  
 facet\_wrap(~education) +  
 theme(axis.text.x = element\_text(angle = 45, hjust = 1))  
g\_education\_job\_y

Vedo una interazione solo nel management, che essendo pieno di laureati marginalmente coverte di più, ma se non laureato non converte. Bisogna capire i volumi, potrebbero essere bassi. Per il resto vedo comportamenti simili alla analisi cruda, con un main effect dell'education. Tuttavia anche imprenditori e liberi professionisti hanno una buona quota di laureati, e tuttavia non convertono marginalmente e gli imprenditori nemmeno solo se laureati. Il lavoro vince sulla job, diciamo, nel senso che non gli fa esercitare nemmeno il main effect (e non so se questa è una interazione, probabilmente sì).

t\_education\_job <- bank0 %>%  
 group\_by(job, education) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes"))  
t\_education\_job

## Source: local data frame [48 x 4]  
## Groups: job  
##   
## job education n y\_rate  
## 1 admin. primary 209 0.05741627  
## 2 admin. secondary 4219 0.11898554  
## 3 admin. tertiary 572 0.17307692  
## 4 admin. unknown 171 0.10526316  
## 5 blue-collar primary 3758 0.05800958  
## 6 blue-collar secondary 5371 0.08061813  
## 7 blue-collar tertiary 149 0.16107383  
## 8 blue-collar unknown 454 0.07268722  
## 9 entrepreneur primary 183 0.06557377  
## 10 entrepreneur secondary 542 0.09594096  
## .. ... ... ... ...

t\_education\_job\_y <- bank0 %>%  
 group\_by(job, education) %>%  
 summarise(y\_rate = mean(y == "yes")) %>%  
 select(job, education, y\_rate) %>%  
 spread(job, y\_rate)  
t\_education\_job\_y

## Source: local data frame [4 x 13]  
##   
## education admin. blue-collar entrepreneur housemaid management  
## 1 primary 0.05741627 0.05800958 0.06557377 0.07814992 0.07482993  
## 2 secondary 0.11898554 0.08061813 0.09594096 0.08607595 0.08652988  
## 3 tertiary 0.17307692 0.16107383 0.07580175 0.12716763 0.14536598  
## 4 unknown 0.10526316 0.07268722 0.09210526 0.08888889 0.19834711  
## Variables not shown: retired (dbl), self-employed (dbl), services (dbl),  
## student (dbl), technician (dbl), unemployed (dbl), unknown (dbl)

Non vedo grande aiuto dell'education a interpretare la relazione tra job e conversion, non includerei un effetto di interazione.

## Housing and loan

g\_loan

g\_housing

g\_loan\_y

g\_housing\_y

g\_loan\_housing <- ggplot(bank0, aes(x = loan, fill = housing)) +   
 geom\_bar(position = "fill")   
g\_loan\_housing

g\_loan\_housing\_y <- ggplot(bank0, aes(x = loan, fill = y)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2) +  
 facet\_wrap(~housing) +  
 theme(axis.text.x = element\_text(angle = 45, hjust = 1))  
g\_loan\_housing\_y

Vedo solo un main effect. Se hai il mutuo converti meno; dato che hai un prestito, se hai anche il mutuo converti meno se no converti di più. Magari il noxno accentua la conversion più del semplice main effect, ma non so se vale la pena testare una interazione per questo.

t\_loan <- bank0 %>%  
 group\_by(loan) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes"))  
t\_loan

## Source: local data frame [2 x 3]  
##   
## loan n y\_rate  
## 1 no 37967 0.12655727  
## 2 yes 7244 0.06681391

t\_housing <- bank0 %>%  
 group\_by(housing) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes"))  
t\_housing

## Source: local data frame [2 x 3]  
##   
## housing n y\_rate  
## 1 no 20081 0.1670236  
## 2 yes 25130 0.0769996

t\_loan\_housing <- bank0 %>%  
 group\_by(loan, housing) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes"))  
t\_loan\_housing

## Source: local data frame [4 x 4]  
## Groups: loan  
##   
## loan housing n y\_rate  
## 1 no no 17204 0.18222506  
## 2 no yes 20763 0.08043154  
## 3 yes no 2877 0.07612096  
## 4 yes yes 4367 0.06068239

t\_loan\_housing\_y <- bank0 %>%  
 group\_by(loan, housing) %>%  
 summarise(y\_rate = mean(y == "yes")) %>%  
 select(loan, housing, y\_rate) %>%  
 spread(loan, y\_rate)  
t\_loan\_housing\_y

## Source: local data frame [2 x 3]  
##   
## housing no yes  
## 1 no 0.18222506 0.07612096  
## 2 yes 0.08043154 0.06068239

ggplot(t\_loan\_housing, aes(x = loan, y = y\_rate, col = housing, group = housing)) +   
 geom\_point (size = 4) +   
 geom\_line(col= "black", linetype = 2)

Graficamente l'interaction effect è evidente e logicamente ha senso.

## Month and day

t\_month\_y

## Source: local data frame [12 x 5]  
##   
## month n n\_rel n\_rel\_ind perc\_y  
## 1 jan 1403 3.1032271 8.333333 0.10121169  
## 2 feb 2649 5.8591936 8.333333 0.16647792  
## 3 mar 477 1.0550530 8.333333 0.51991614  
## 4 apr 2932 6.4851474 8.333333 0.19679400  
## 5 may 13766 30.4483422 8.333333 0.06719454  
## 6 jun 5341 11.8134967 8.333333 0.10222805  
## 7 jul 6895 15.2507133 8.333333 0.09093546  
## 8 aug 6247 13.8174338 8.333333 0.11013286  
## 9 sep 579 1.2806618 8.333333 0.46459413  
## 10 oct 738 1.6323461 8.333333 0.43766938  
## 11 nov 3970 8.7810489 8.333333 0.10151134  
## 12 dec 214 0.4733361 8.333333 0.46728972

g\_duration\_class\_y

g\_month

g\_month\_y

t\_month\_duration\_class <- bank0 %>%  
 group\_by(month, duration\_class) %>%  
 summarise(n = n(), y\_rate = mean(y == "yes")) %>%  
 mutate(n\_rel = n / sum(n)) %>%  
 select(duration\_class, month, n\_rel) %>%  
 spread(duration\_class, n\_rel, fill = 0) %>%  
 left\_join(t\_month\_y, by = "month") %>%  
 select(-n, -n\_rel, -n\_rel\_ind) %>%  
 arrange(desc(perc\_y))

I mesi di maggior conversion hanno pochissimi volumi. Posto che volumi così bassi non sono significativi, è curioso che la conversion sia sempre altissima e non è mai, che so, bassissima. Noi non sappiamo il numero di chiamate svolte ogni mese dal call center, perché questa variabile conteggia l'ultima chiamata al cliente, che io immagino (per coerenza su come viene definita duration) sia quella di conversion o abbandono.

Si nota tuttavia che nei mesi di maggior conversion / volumi bassi non c'è una particolare concentrazione di chiamate lunghe, come a dire: minori chiamate, maggiore qualità / lunghezza => conversion. Mi rimane solo l'ausilio grafico per smentire l'associazione tra bassi volumi di ultime chiamate e conversion causa qualità.

g\_month\_duration\_class\_y <- ggplot(bank0, aes(x = month, fill = y)) +   
 geom\_bar(position = "fill") +   
 geom\_hline(yintercept = mean(bank0$y!="yes"), width = 2, col = "black", linetype = 2) +  
 facet\_wrap(~duration\_class) +  
 theme(axis.text.x = element\_text(angle = 45, hjust = 1))  
g\_month\_duration\_class\_y

Mi sembra che a parità di durata delle chiamate l'effetto è che: se la chiamata è breve non si converte in nessun mese (main effect puro), poi il trend tra i mesi è simile per i vari livelli di duration, sempre tenendo conto del main effect.Tendo quindi a pensare che ci sia davvero una stagionalità, e forse il numero basso di chiamate nei mesi in cui la conversion è alta è dovuto al raggiungimento anticipato dei contratti da sottoscrivere. Posso confermare questa ultima tesi facendo un conteggio dei contratti per mese

t\_month\_y2 <- bank0 %>%  
 group\_by (month) %>%  
 summarise(y\_sum = sum(y == "yes"), y\_rate = mean(y == "yes")) %>%  
 arrange(desc(y\_rate))

No, la mia ipotesi era errata. L'ultima cosa che vedo è la distribuzione di duration per mese. Non mi aspetto che sia sbilanciata.

g\_month\_duration\_class <- ggplot(bank0, aes(x = month, fill = duration\_class)) +   
 geom\_bar(position = "fill")   
g\_month\_duration\_class

Non è sbilanciata, marzo è uguale a maggio. Non c'è stata una maggiore dedizione alla telefonata nei mesi di bassi volumi. Io la variabile month la inserisco con riserva, deve esserci della stagionalità.

#set.seed(19121984)  
  
#training\_set <- bank0 %>%  
 # add\_rownames() %>%  
 # sample\_frac(0.8, replace = FALSE)  
  
#test\_set <- bank0 %>%  
 # add\_rownames() %>%  
 # sample\_frac(1, replace = FALSE) %>%  
 #anti\_join(training\_set, by = "rowname")  
#check ok, sono diversi

#set.seed(123)  
#flds <- createFolds(training\_set$y, k = 10, list = TRUE, returnTrain = FALSE)  
#bank\_fold1 <- training\_set[flds[[1]], ]  
#bank\_fold2 <- training\_set[flds[[2]], ]  
#bank\_fold3 <- training\_set[flds[[3]], ]  
#bank\_fold4 <- training\_set[flds[[4]], ]  
#bank\_fold5 <- training\_set[flds[[5]], ]  
#bank\_fold6 <- training\_set[flds[[6]], ]  
#bank\_fold7 <- training\_set[flds[[7]], ]  
#bank\_fold8 <- training\_set[flds[[8]], ]  
#bank\_fold9 <- training\_set[flds[[9]], ]  
#bank\_fold10 <- training\_set[flds[[10]], ]

# Validation set apprach

Creo training\_vsa, validation\_vsa, test\_vsa. Con questa partizione posso attuare il validation approach e modellare e diagnosticare si training, selezionare su validation e testare su test.

set.seed(456)  
training\_set\_vsa <- bank0 %>%  
 add\_rownames() %>%  
 sample\_frac(0.6, replace = FALSE)  
nrow(training\_set\_vsa)

## [1] 27127

test\_and\_val\_set1 <- bank0 %>%  
 add\_rownames() %>%  
 sample\_frac(1, replace = FALSE) %>%  
 anti\_join(training\_set\_vsa, by = "rowname")  
nrow(test\_and\_val\_set1)

## [1] 18084

#check ok, sono diversi  
  
test\_set\_vsa <- test\_and\_val\_set1 %>%  
 sample\_frac(0.5, replace = FALSE)  
nrow(test\_set\_vsa)

## [1] 9042

validation\_set\_vsa <- test\_and\_val\_set1 %>%  
 sample\_frac(1, replace = FALSE) %>%  
 anti\_join(test\_set\_vsa, by = "rowname")  
nrow(validation\_set\_vsa)

## [1] 9042

validation\_set\_vsa[validation\_set\_vsa$rowname == test\_set\_vsa$rowname,] #check ok, tutte righe diverse

## [1] rowname age job marital   
## [5] education default balance housing   
## [9] loan contact day month   
## [13] duration campaign pdays previous   
## [17] poutcome y age\_num age\_class   
## [21] balance\_class duration\_class campaign\_class c\_class   
## [25] pdays\_class previous\_class  
## <0 rows> (or 0-length row.names)

Abbiamo quindi training\_set\_vsa, validation\_set\_vsa, test\_set\_vsa.

Da ora userò l'approccio vsa, perché mi permette di modellare molto meglio il modello testando la significatività, escludendo variabili per p.value, diagnosticando multicollinearità e bontà di adattamento.

I paragoni andranno fatti tra i modelli con questo approccio.

Il modello poco propenso all'overfitting e la quantità di osservazioni che non dovrebbe generare bias mi fanno preferire vsa.

# Modello

Selezione solo le variabili con un IV superiore a 0.02, salvo interazioni incluse (<http://support.sas.com/resources/papers/proceedings13/095-2013.pdf>). Ho comunque sperimentato che escludendo un predittore debole (campaign) l'AUC del validation set passava da 0.746 a 0.740.

formula\_glm1 <- formula\_glm1 <- y~age + job + marital + balance + housing + loan + contact + day + month + campaign + pdays + previous + age\*marital + age\*job + loan\*housing

glm1\_vsa <- glm(formula\_glm1, family = "binomial", data = training\_set\_vsa)  
  
summary(glm1\_vsa) #AIC molto basso, è normale la sovrastima delle performance, che non vuol dire overfitting.

##   
## Call:  
## glm(formula = formula\_glm1, family = "binomial", data = training\_set\_vsa)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.2863 -0.5093 -0.3887 -0.2308 3.7185   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.522e+00 3.825e-01 -6.593 4.30e-11 \*\*\*  
## age 1.418e-02 8.028e-03 1.766 0.077374 .   
## jobblue-collar 5.674e-01 3.387e-01 1.675 0.093899 .   
## jobentrepreneur 2.979e-01 6.070e-01 0.491 0.623570   
## jobhousemaid -5.048e-01 6.348e-01 -0.795 0.426499   
## jobmanagement 4.977e-01 3.011e-01 1.653 0.098337 .   
## jobretired -2.406e+00 5.893e-01 -4.083 4.44e-05 \*\*\*  
## jobself-employed 5.101e-01 5.014e-01 1.017 0.308927   
## jobservices 3.450e-01 3.914e-01 0.882 0.377961   
## jobstudent 9.660e-01 6.444e-01 1.499 0.133829   
## jobtechnician 1.674e-01 3.267e-01 0.512 0.608478   
## jobunemployed 5.131e-01 4.879e-01 1.052 0.292935   
## jobunknown 1.005e+00 1.137e+00 0.884 0.376923   
## maritalmarried -1.564e-01 2.824e-01 -0.554 0.579622   
## maritalsingle 9.230e-01 3.247e-01 2.842 0.004482 \*\*   
## balance 2.268e-05 5.788e-06 3.918 8.93e-05 \*\*\*  
## housingyes -6.799e-01 5.154e-02 -13.192 < 2e-16 \*\*\*  
## loanyes -6.613e-01 9.934e-02 -6.657 2.80e-11 \*\*\*  
## contacttelephone -3.450e-01 8.311e-02 -4.152 3.30e-05 \*\*\*  
## contactunknown -1.407e+00 8.200e-02 -17.153 < 2e-16 \*\*\*  
## day 3.895e-03 2.788e-03 1.397 0.162489   
## monthfeb 7.392e-01 1.451e-01 5.093 3.52e-07 \*\*\*  
## monthmar 2.147e+00 1.752e-01 12.255 < 2e-16 \*\*\*  
## monthapr 1.023e+00 1.337e-01 7.648 2.03e-14 \*\*\*  
## monthmay 5.559e-01 1.329e-01 4.182 2.89e-05 \*\*\*  
## monthjun 1.308e+00 1.481e-01 8.834 < 2e-16 \*\*\*  
## monthjul 4.385e-01 1.310e-01 3.347 0.000816 \*\*\*  
## monthaug 2.701e-01 1.331e-01 2.029 0.042412 \*   
## monthsep 1.949e+00 1.671e-01 11.662 < 2e-16 \*\*\*  
## monthoct 1.794e+00 1.540e-01 11.651 < 2e-16 \*\*\*  
## monthnov 3.005e-01 1.364e-01 2.203 0.027583 \*   
## monthdec 1.912e+00 2.139e-01 8.941 < 2e-16 \*\*\*  
## campaign -1.005e-01 1.117e-02 -9.003 < 2e-16 \*\*\*  
## pdays 1.006e-03 2.092e-04 4.808 1.53e-06 \*\*\*  
## previous 4.024e-02 9.105e-03 4.419 9.90e-06 \*\*\*  
## age:maritalmarried -1.053e-04 5.810e-03 -0.018 0.985543   
## age:maritalsingle -2.314e-02 7.614e-03 -3.039 0.002374 \*\*   
## age:jobblue-collar -1.923e-02 8.330e-03 -2.309 0.020955 \*   
## age:jobentrepreneur -1.111e-02 1.407e-02 -0.790 0.429559   
## age:jobhousemaid 2.421e-03 1.321e-02 0.183 0.854614   
## age:jobmanagement -1.009e-02 7.329e-03 -1.377 0.168573   
## age:jobretired 3.898e-02 1.020e-02 3.822 0.000132 \*\*\*  
## age:jobself-employed -1.504e-02 1.222e-02 -1.231 0.218255   
## age:jobservices -9.560e-03 9.765e-03 -0.979 0.327594   
## age:jobstudent -2.328e-02 2.326e-02 -1.001 0.316923   
## age:jobtechnician -3.777e-03 8.028e-03 -0.471 0.637997   
## age:jobunemployed -8.776e-03 1.169e-02 -0.751 0.452775   
## age:jobunknown -2.763e-02 2.370e-02 -1.165 0.243820   
## housingyes:loanyes 3.554e-01 1.350e-01 2.633 0.008457 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 19589 on 27126 degrees of freedom  
## Residual deviance: 16923 on 27078 degrees of freedom  
## AIC: 17021  
##   
## Number of Fisher Scoring iterations: 6

# Diagnostica

## Multicollinearità

cd <- colldiag(model.matrix(glm1\_vsa))  
print(cd)

## Condition  
## Index Variance Decomposition Proportions  
## intercept (Intercept) age jobblue-collar  
## 1 1.000 0.000 0.000 0.000 0.000   
## 2 2.020 0.000 0.000 0.000 0.000   
## 3 2.119 0.000 0.000 0.000 0.001   
## 4 2.246 0.000 0.000 0.000 0.001   
## 5 2.272 0.000 0.000 0.000 0.000   
## 6 2.277 0.000 0.000 0.000 0.000   
## 7 2.286 0.000 0.000 0.000 0.000   
## 8 2.288 0.000 0.000 0.000 0.000   
## 9 2.292 0.000 0.000 0.000 0.000   
## 10 2.294 0.000 0.000 0.000 0.000   
## 11 2.295 0.000 0.000 0.000 0.000   
## 12 2.566 0.000 0.000 0.000 0.000   
## 13 2.636 0.000 0.000 0.000 0.000   
## 14 2.661 0.000 0.000 0.000 0.000   
## 15 2.813 0.000 0.000 0.000 0.001   
## 16 3.154 0.000 0.000 0.000 0.000   
## 17 3.194 0.000 0.000 0.000 0.000   
## 18 3.200 0.000 0.000 0.000 0.000   
## 19 3.225 0.000 0.000 0.000 0.000   
## 20 3.227 0.000 0.000 0.000 0.000   
## 21 3.231 0.000 0.000 0.000 0.000   
## 22 3.260 0.000 0.000 0.000 0.000   
## 23 3.325 0.000 0.000 0.000 0.000   
## 24 3.486 0.000 0.000 0.000 0.000   
## 25 3.630 0.000 0.000 0.000 0.000   
## 26 3.779 0.000 0.000 0.000 0.000   
## 27 4.488 0.000 0.000 0.000 0.000   
## 28 4.655 0.000 0.000 0.000 0.000   
## 29 5.715 0.000 0.000 0.000 0.000   
## 30 6.743 0.000 0.000 0.000 0.004   
## 31 6.967 0.000 0.000 0.000 0.001   
## 32 7.728 0.000 0.000 0.000 0.000   
## 33 8.130 0.000 0.000 0.000 0.001   
## 34 10.191 0.000 0.000 0.003 0.002   
## 35 12.926 0.000 0.000 0.018 0.014   
## 36 19.409 0.000 0.000 0.000 0.000   
## 37 19.559 0.000 0.000 0.000 0.009   
## 38 19.795 0.000 0.000 0.000 0.029   
## 39 20.254 0.000 0.000 0.000 0.035   
## 40 20.298 0.000 0.000 0.000 0.004   
## 41 20.863 0.000 0.000 0.000 0.154   
## 42 21.130 0.000 0.000 0.000 0.020   
## 43 21.262 0.000 0.000 0.000 0.002   
## 44 21.786 0.000 0.000 0.000 0.016   
## 45 24.405 0.000 0.000 0.006 0.004   
## 46 26.456 0.000 0.000 0.000 0.009   
## 47 29.810 0.000 0.000 0.001 0.006   
## 48 60.118 0.000 0.000 0.001 0.380   
## 49 92.839 0.000 0.000 0.972 0.306   
## 50 47418879277428.367 1.000 1.000 0.000 0.000   
## jobentrepreneur jobhousemaid jobmanagement jobretired jobself-employed  
## 1 0.000 0.000 0.000 0.000 0.000   
## 2 0.000 0.000 0.000 0.000 0.000   
## 3 0.000 0.000 0.000 0.001 0.000   
## 4 0.000 0.000 0.000 0.001 0.000   
## 5 0.000 0.004 0.000 0.001 0.000   
## 6 0.003 0.000 0.000 0.000 0.001   
## 7 0.000 0.000 0.001 0.000 0.000   
## 8 0.002 0.000 0.000 0.000 0.000   
## 9 0.001 0.004 0.000 0.000 0.000   
## 10 0.002 0.000 0.000 0.000 0.000   
## 11 0.000 0.000 0.000 0.000 0.009   
## 12 0.000 0.000 0.000 0.000 0.000   
## 13 0.000 0.000 0.000 0.000 0.000   
## 14 0.000 0.000 0.000 0.001 0.000   
## 15 0.000 0.000 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.000 0.000   
## 17 0.000 0.000 0.000 0.000 0.000   
## 18 0.000 0.000 0.000 0.000 0.000   
## 19 0.000 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.000 0.000   
## 22 0.000 0.000 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000 0.000   
## 26 0.000 0.000 0.000 0.000 0.000   
## 27 0.000 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000 0.000   
## 30 0.001 0.001 0.003 0.001 0.001   
## 31 0.000 0.000 0.001 0.000 0.000   
## 32 0.000 0.000 0.000 0.000 0.000   
## 33 0.000 0.000 0.001 0.000 0.000   
## 34 0.001 0.001 0.003 0.001 0.001   
## 35 0.004 0.006 0.017 0.003 0.008   
## 36 0.000 0.001 0.002 0.000 0.588   
## 37 0.003 0.006 0.016 0.000 0.114   
## 38 0.013 0.041 0.006 0.001 0.011   
## 39 0.008 0.020 0.231 0.000 0.004   
## 40 0.006 0.026 0.006 0.000 0.000   
## 41 0.011 0.379 0.002 0.000 0.000   
## 42 0.595 0.134 0.000 0.000 0.000   
## 43 0.028 0.004 0.000 0.000 0.000   
## 44 0.094 0.152 0.007 0.004 0.000   
## 45 0.000 0.000 0.003 0.003 0.000   
## 46 0.006 0.009 0.002 0.036 0.001   
## 47 0.001 0.001 0.010 0.710 0.003   
## 48 0.112 0.096 0.355 0.099 0.138   
## 49 0.107 0.113 0.330 0.135 0.118   
## 50 0.000 0.000 0.000 0.000 0.000   
## jobservices jobstudent jobtechnician jobunemployed jobunknown  
## 1 0.000 0.000 0.000 0.000 0.000   
## 2 0.000 0.001 0.000 0.000 0.000   
## 3 0.000 0.000 0.000 0.000 0.000   
## 4 0.000 0.002 0.001 0.000 0.000   
## 5 0.000 0.000 0.000 0.000 0.004   
## 6 0.000 0.000 0.001 0.003 0.000   
## 7 0.002 0.000 0.001 0.000 0.000   
## 8 0.000 0.000 0.000 0.006 0.000   
## 9 0.000 0.000 0.000 0.000 0.004   
## 10 0.003 0.000 0.000 0.000 0.001   
## 11 0.000 0.000 0.000 0.000 0.000   
## 12 0.000 0.000 0.000 0.000 0.000   
## 13 0.000 0.003 0.000 0.000 0.000   
## 14 0.000 0.000 0.000 0.000 0.000   
## 15 0.000 0.000 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.000 0.000   
## 17 0.000 0.000 0.000 0.000 0.000   
## 18 0.000 0.000 0.000 0.000 0.000   
## 19 0.000 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.000 0.000   
## 22 0.000 0.000 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000 0.000   
## 26 0.000 0.000 0.000 0.000 0.000   
## 27 0.000 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000 0.000   
## 30 0.002 0.000 0.002 0.001 0.000   
## 31 0.001 0.000 0.002 0.000 0.000   
## 32 0.000 0.000 0.000 0.000 0.000   
## 33 0.000 0.000 0.000 0.000 0.000   
## 34 0.002 0.000 0.003 0.001 0.000   
## 35 0.011 0.000 0.013 0.007 0.001   
## 36 0.010 0.001 0.004 0.116 0.000   
## 37 0.000 0.001 0.001 0.568 0.001   
## 38 0.196 0.011 0.024 0.059 0.002   
## 39 0.002 0.001 0.077 0.000 0.002   
## 40 0.261 0.004 0.156 0.004 0.001   
## 41 0.002 0.002 0.026 0.001 0.001   
## 42 0.000 0.001 0.001 0.000 0.013   
## 43 0.000 0.000 0.000 0.000 0.903   
## 44 0.028 0.065 0.051 0.006 0.012   
## 45 0.001 0.001 0.006 0.000 0.001   
## 46 0.000 0.741 0.000 0.000 0.001   
## 47 0.008 0.056 0.012 0.004 0.000   
## 48 0.238 0.071 0.326 0.115 0.023   
## 49 0.230 0.036 0.294 0.107 0.026   
## 50 0.000 0.000 0.000 0.000 0.000   
## maritalmarried maritalsingle balance housingyes loanyes  
## 1 0.000 0.000 0.001 0.001 0.001   
## 2 0.000 0.001 0.000 0.000 0.000   
## 3 0.000 0.000 0.005 0.004 0.002   
## 4 0.000 0.000 0.000 0.000 0.001   
## 5 0.000 0.000 0.000 0.000 0.001   
## 6 0.000 0.000 0.000 0.000 0.000   
## 7 0.000 0.000 0.001 0.000 0.001   
## 8 0.000 0.000 0.000 0.000 0.000   
## 9 0.000 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000 0.000   
## 11 0.000 0.000 0.000 0.000 0.000   
## 12 0.000 0.000 0.002 0.000 0.015   
## 13 0.000 0.001 0.001 0.001 0.008   
## 14 0.000 0.000 0.007 0.000 0.055   
## 15 0.000 0.000 0.000 0.003 0.002   
## 16 0.000 0.000 0.083 0.000 0.000   
## 17 0.000 0.000 0.000 0.000 0.000   
## 18 0.000 0.000 0.024 0.006 0.003   
## 19 0.000 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.003 0.000 0.000   
## 22 0.000 0.000 0.000 0.001 0.000   
## 23 0.000 0.000 0.002 0.010 0.008   
## 24 0.000 0.000 0.049 0.000 0.000   
## 25 0.000 0.000 0.009 0.001 0.001   
## 26 0.000 0.000 0.800 0.000 0.001   
## 27 0.000 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.004 0.007 0.003   
## 29 0.000 0.000 0.000 0.452 0.158   
## 30 0.007 0.004 0.000 0.002 0.000   
## 31 0.000 0.000 0.001 0.009 0.001   
## 32 0.000 0.000 0.000 0.054 0.118   
## 33 0.000 0.000 0.001 0.198 0.480   
## 34 0.001 0.001 0.003 0.202 0.129   
## 35 0.013 0.007 0.001 0.034 0.002   
## 36 0.001 0.004 0.000 0.000 0.000   
## 37 0.001 0.005 0.000 0.002 0.000   
## 38 0.010 0.046 0.000 0.002 0.000   
## 39 0.001 0.004 0.000 0.001 0.000   
## 40 0.003 0.014 0.000 0.001 0.000   
## 41 0.000 0.004 0.000 0.000 0.000   
## 42 0.000 0.002 0.001 0.000 0.000   
## 43 0.000 0.000 0.000 0.001 0.000   
## 44 0.016 0.079 0.000 0.001 0.000   
## 45 0.006 0.001 0.000 0.004 0.003   
## 46 0.013 0.033 0.000 0.000 0.000   
## 47 0.001 0.017 0.001 0.000 0.005   
## 48 0.481 0.359 0.000 0.000 0.000   
## 49 0.443 0.417 0.000 0.002 0.000   
## 50 0.000 0.000 0.000 0.000 0.000   
## contacttelephone contactunknown day monthfeb monthmar monthapr  
## 1 0.001 0.001 0.001 0.000 0.000 0.000   
## 2 0.001 0.000 0.000 0.000 0.000 0.000   
## 3 0.008 0.005 0.000 0.001 0.002 0.000   
## 4 0.003 0.000 0.000 0.000 0.001 0.000   
## 5 0.000 0.001 0.000 0.000 0.000 0.000   
## 6 0.000 0.000 0.000 0.001 0.000 0.000   
## 7 0.001 0.000 0.000 0.000 0.000 0.000   
## 8 0.000 0.000 0.000 0.001 0.000 0.000   
## 9 0.000 0.000 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000 0.000 0.000   
## 11 0.000 0.000 0.000 0.000 0.000 0.000   
## 12 0.012 0.033 0.000 0.003 0.000 0.008   
## 13 0.000 0.000 0.000 0.002 0.000 0.003   
## 14 0.000 0.001 0.000 0.000 0.000 0.001   
## 15 0.047 0.021 0.001 0.000 0.000 0.000   
## 16 0.010 0.000 0.001 0.039 0.001 0.000   
## 17 0.083 0.001 0.001 0.039 0.007 0.136   
## 18 0.001 0.000 0.002 0.069 0.006 0.004   
## 19 0.000 0.000 0.000 0.006 0.003 0.001   
## 20 0.000 0.000 0.000 0.008 0.504 0.006   
## 21 0.001 0.000 0.000 0.000 0.049 0.017   
## 22 0.014 0.001 0.000 0.031 0.083 0.022   
## 23 0.052 0.002 0.000 0.016 0.032 0.038   
## 24 0.019 0.000 0.000 0.036 0.025 0.025   
## 25 0.694 0.002 0.001 0.015 0.002 0.001   
## 26 0.000 0.000 0.001 0.002 0.006 0.003   
## 27 0.000 0.014 0.002 0.005 0.003 0.021   
## 28 0.005 0.002 0.000 0.000 0.000 0.000   
## 29 0.002 0.026 0.008 0.000 0.001 0.007   
## 30 0.001 0.006 0.004 0.001 0.000 0.001   
## 31 0.021 0.494 0.096 0.030 0.005 0.004   
## 32 0.002 0.143 0.559 0.002 0.004 0.021   
## 33 0.000 0.197 0.029 0.001 0.001 0.001   
## 34 0.001 0.027 0.103 0.012 0.006 0.051   
## 35 0.010 0.000 0.003 0.009 0.004 0.013   
## 36 0.000 0.000 0.000 0.000 0.000 0.000   
## 37 0.000 0.000 0.000 0.001 0.000 0.001   
## 38 0.001 0.000 0.000 0.001 0.001 0.001   
## 39 0.000 0.000 0.000 0.001 0.001 0.000   
## 40 0.000 0.000 0.000 0.000 0.000 0.000   
## 41 0.000 0.000 0.000 0.000 0.000 0.000   
## 42 0.000 0.000 0.000 0.000 0.000 0.000   
## 43 0.000 0.000 0.000 0.000 0.000 0.000   
## 44 0.000 0.001 0.000 0.002 0.002 0.002   
## 45 0.000 0.019 0.182 0.654 0.246 0.603   
## 46 0.000 0.000 0.000 0.001 0.000 0.003   
## 47 0.006 0.000 0.002 0.006 0.000 0.004   
## 48 0.000 0.000 0.000 0.000 0.000 0.000   
## 49 0.000 0.000 0.001 0.004 0.001 0.003   
## 50 0.000 0.000 0.000 0.000 0.000 0.000   
## monthmay monthjun monthjul monthaug monthsep monthoct monthnov monthdec  
## 1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 3 0.002 0.000 0.000 0.002 0.003 0.004 0.000 0.002   
## 4 0.000 0.000 0.000 0.002 0.001 0.001 0.001 0.001   
## 5 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000   
## 6 0.000 0.000 0.000 0.001 0.000 0.000 0.001 0.000   
## 7 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 8 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 9 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 11 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 12 0.001 0.013 0.001 0.000 0.001 0.001 0.003 0.001   
## 13 0.000 0.000 0.002 0.002 0.001 0.002 0.000 0.001   
## 14 0.000 0.000 0.004 0.002 0.001 0.000 0.000 0.001   
## 15 0.004 0.006 0.023 0.006 0.004 0.000 0.000 0.001   
## 16 0.000 0.000 0.002 0.011 0.013 0.048 0.116 0.001   
## 17 0.001 0.000 0.005 0.011 0.005 0.071 0.000 0.015   
## 18 0.016 0.041 0.004 0.000 0.028 0.014 0.006 0.003   
## 19 0.000 0.001 0.000 0.000 0.058 0.032 0.000 0.681   
## 20 0.001 0.001 0.000 0.000 0.149 0.006 0.000 0.009   
## 21 0.000 0.000 0.000 0.001 0.253 0.248 0.019 0.001   
## 22 0.005 0.021 0.016 0.015 0.033 0.034 0.026 0.029   
## 23 0.002 0.001 0.010 0.049 0.027 0.077 0.000 0.010   
## 24 0.000 0.009 0.022 0.000 0.075 0.035 0.006 0.058   
## 25 0.001 0.005 0.023 0.010 0.005 0.021 0.002 0.008   
## 26 0.002 0.001 0.006 0.000 0.006 0.020 0.036 0.010   
## 27 0.000 0.012 0.002 0.001 0.008 0.003 0.001 0.003   
## 28 0.000 0.000 0.004 0.006 0.001 0.004 0.003 0.000   
## 29 0.009 0.009 0.003 0.016 0.003 0.003 0.001 0.002   
## 30 0.000 0.000 0.000 0.001 0.001 0.001 0.000 0.000   
## 31 0.023 0.022 0.017 0.047 0.003 0.002 0.011 0.002   
## 32 0.001 0.017 0.020 0.024 0.001 0.014 0.028 0.002   
## 33 0.008 0.041 0.014 0.002 0.003 0.002 0.003 0.001   
## 34 0.088 0.040 0.063 0.028 0.008 0.015 0.052 0.005   
## 35 0.019 0.016 0.017 0.014 0.005 0.009 0.020 0.003   
## 36 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 37 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000   
## 38 0.001 0.000 0.000 0.000 0.001 0.001 0.000 0.000   
## 39 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000   
## 40 0.000 0.000 0.001 0.000 0.000 0.000 0.001 0.000   
## 41 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 42 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 43 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000   
## 44 0.003 0.002 0.002 0.001 0.001 0.002 0.001 0.000   
## 45 0.795 0.721 0.722 0.727 0.298 0.326 0.646 0.145   
## 46 0.003 0.003 0.004 0.004 0.001 0.001 0.003 0.000   
## 47 0.008 0.010 0.009 0.008 0.000 0.000 0.007 0.000   
## 48 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 49 0.004 0.004 0.004 0.004 0.001 0.002 0.003 0.000   
## 50 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## campaign pdays previous age:maritalmarried age:maritalsingle  
## 1 0.002 0.001 0.000 0.000 0.000   
## 2 0.000 0.001 0.001 0.000 0.001   
## 3 0.000 0.000 0.001 0.000 0.000   
## 4 0.000 0.002 0.001 0.000 0.000   
## 5 0.000 0.003 0.003 0.000 0.000   
## 6 0.000 0.000 0.000 0.000 0.000   
## 7 0.000 0.000 0.000 0.000 0.000   
## 8 0.000 0.000 0.000 0.000 0.000   
## 9 0.000 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000 0.000   
## 11 0.000 0.000 0.000 0.000 0.000   
## 12 0.001 0.049 0.056 0.000 0.000   
## 13 0.002 0.036 0.037 0.000 0.001   
## 14 0.000 0.012 0.016 0.000 0.001   
## 15 0.010 0.029 0.045 0.000 0.000   
## 16 0.011 0.005 0.007 0.000 0.000   
## 17 0.000 0.000 0.009 0.000 0.000   
## 18 0.000 0.000 0.004 0.000 0.000   
## 19 0.000 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.000 0.000   
## 22 0.000 0.002 0.006 0.000 0.000   
## 23 0.002 0.001 0.019 0.000 0.000   
## 24 0.008 0.021 0.223 0.000 0.000   
## 25 0.003 0.000 0.008 0.000 0.000   
## 26 0.000 0.000 0.021 0.000 0.000   
## 27 0.049 0.556 0.487 0.000 0.000   
## 28 0.804 0.051 0.047 0.000 0.000   
## 29 0.019 0.035 0.003 0.000 0.000   
## 30 0.002 0.001 0.000 0.008 0.007   
## 31 0.032 0.124 0.001 0.001 0.001   
## 32 0.032 0.008 0.000 0.000 0.000   
## 33 0.010 0.050 0.001 0.001 0.002   
## 34 0.002 0.010 0.000 0.003 0.003   
## 35 0.001 0.000 0.000 0.008 0.013   
## 36 0.000 0.000 0.000 0.001 0.007   
## 37 0.000 0.000 0.000 0.001 0.007   
## 38 0.000 0.000 0.000 0.011 0.071   
## 39 0.000 0.000 0.000 0.001 0.007   
## 40 0.000 0.000 0.000 0.003 0.022   
## 41 0.000 0.000 0.000 0.001 0.005   
## 42 0.000 0.000 0.000 0.001 0.002   
## 43 0.000 0.000 0.000 0.000 0.000   
## 44 0.000 0.000 0.000 0.018 0.107   
## 45 0.008 0.001 0.000 0.010 0.003   
## 46 0.000 0.000 0.000 0.014 0.051   
## 47 0.000 0.000 0.000 0.001 0.022   
## 48 0.000 0.000 0.000 0.478 0.307   
## 49 0.000 0.000 0.000 0.438 0.358   
## 50 0.000 0.000 0.000 0.000 0.000   
## age:jobblue-collar age:jobentrepreneur age:jobhousemaid  
## 1 0.000 0.000 0.000   
## 2 0.000 0.000 0.000   
## 3 0.001 0.000 0.000   
## 4 0.001 0.000 0.000   
## 5 0.000 0.000 0.003   
## 6 0.000 0.003 0.000   
## 7 0.000 0.000 0.000   
## 8 0.000 0.002 0.000   
## 9 0.000 0.001 0.003   
## 10 0.000 0.002 0.000   
## 11 0.000 0.000 0.000   
## 12 0.000 0.000 0.000   
## 13 0.000 0.000 0.000   
## 14 0.000 0.000 0.000   
## 15 0.001 0.000 0.000   
## 16 0.000 0.000 0.000   
## 17 0.000 0.000 0.000   
## 18 0.000 0.000 0.000   
## 19 0.000 0.000 0.000   
## 20 0.000 0.000 0.000   
## 21 0.000 0.000 0.000   
## 22 0.000 0.000 0.000   
## 23 0.000 0.000 0.000   
## 24 0.000 0.000 0.000   
## 25 0.000 0.000 0.000   
## 26 0.000 0.000 0.000   
## 27 0.000 0.000 0.000   
## 28 0.000 0.000 0.000   
## 29 0.000 0.000 0.000   
## 30 0.004 0.001 0.001   
## 31 0.002 0.001 0.001   
## 32 0.000 0.000 0.000   
## 33 0.001 0.000 0.000   
## 34 0.002 0.001 0.001   
## 35 0.005 0.001 0.002   
## 36 0.000 0.000 0.001   
## 37 0.009 0.002 0.005   
## 38 0.028 0.012 0.037   
## 39 0.033 0.007 0.018   
## 40 0.004 0.006 0.024   
## 41 0.152 0.011 0.354   
## 42 0.020 0.579 0.126   
## 43 0.002 0.027 0.004   
## 44 0.016 0.093 0.144   
## 45 0.007 0.001 0.001   
## 46 0.009 0.006 0.009   
## 47 0.006 0.001 0.001   
## 48 0.379 0.122 0.119   
## 49 0.317 0.120 0.144   
## 50 0.000 0.000 0.000   
## age:jobmanagement age:jobretired age:jobself-employed age:jobservices  
## 1 0.000 0.000 0.000 0.000   
## 2 0.000 0.000 0.000 0.000   
## 3 0.000 0.001 0.000 0.000   
## 4 0.000 0.001 0.000 0.000   
## 5 0.000 0.000 0.000 0.000   
## 6 0.000 0.000 0.001 0.000   
## 7 0.001 0.000 0.000 0.002   
## 8 0.000 0.000 0.000 0.000   
## 9 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.003   
## 11 0.000 0.000 0.009 0.000   
## 12 0.000 0.000 0.000 0.000   
## 13 0.000 0.000 0.000 0.000   
## 14 0.000 0.000 0.000 0.000   
## 15 0.000 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.000   
## 17 0.000 0.000 0.000 0.000   
## 18 0.000 0.000 0.000 0.000   
## 19 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.000   
## 22 0.000 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000   
## 26 0.000 0.000 0.000 0.000   
## 27 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000   
## 30 0.004 0.001 0.001 0.002   
## 31 0.002 0.000 0.001 0.001   
## 32 0.000 0.000 0.000 0.000   
## 33 0.001 0.000 0.000 0.001   
## 34 0.003 0.001 0.001 0.002   
## 35 0.006 0.000 0.004 0.004   
## 36 0.002 0.000 0.578 0.010   
## 37 0.016 0.000 0.113 0.000   
## 38 0.006 0.000 0.011 0.201   
## 39 0.224 0.000 0.004 0.002   
## 40 0.005 0.000 0.000 0.264   
## 41 0.002 0.000 0.000 0.002   
## 42 0.000 0.000 0.000 0.000   
## 43 0.000 0.000 0.000 0.000   
## 44 0.006 0.002 0.000 0.027   
## 45 0.006 0.001 0.001 0.003   
## 46 0.003 0.024 0.001 0.000   
## 47 0.009 0.575 0.003 0.008   
## 48 0.358 0.163 0.144 0.235   
## 49 0.344 0.229 0.126 0.229   
## 50 0.000 0.000 0.000 0.000   
## age:jobstudent age:jobtechnician age:jobunemployed age:jobunknown  
## 1 0.000 0.000 0.000 0.000   
## 2 0.001 0.000 0.000 0.000   
## 3 0.000 0.000 0.000 0.000   
## 4 0.002 0.001 0.000 0.000   
## 5 0.000 0.000 0.000 0.004   
## 6 0.000 0.001 0.003 0.000   
## 7 0.000 0.001 0.000 0.000   
## 8 0.000 0.000 0.006 0.000   
## 9 0.000 0.000 0.000 0.004   
## 10 0.000 0.000 0.000 0.001   
## 11 0.000 0.000 0.000 0.000   
## 12 0.000 0.000 0.000 0.000   
## 13 0.003 0.000 0.000 0.000   
## 14 0.000 0.000 0.000 0.000   
## 15 0.000 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.000   
## 17 0.000 0.000 0.000 0.000   
## 18 0.000 0.000 0.000 0.000   
## 19 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.000   
## 22 0.000 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000   
## 26 0.000 0.000 0.000 0.000   
## 27 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000   
## 30 0.000 0.003 0.001 0.000   
## 31 0.000 0.002 0.001 0.000   
## 32 0.000 0.000 0.000 0.000   
## 33 0.000 0.001 0.000 0.000   
## 34 0.001 0.002 0.001 0.000   
## 35 0.001 0.004 0.003 0.000   
## 36 0.002 0.004 0.114 0.000   
## 37 0.001 0.001 0.560 0.001   
## 38 0.016 0.024 0.058 0.002   
## 39 0.002 0.078 0.000 0.002   
## 40 0.006 0.155 0.004 0.001   
## 41 0.002 0.026 0.001 0.001   
## 42 0.001 0.001 0.000 0.013   
## 43 0.000 0.000 0.000 0.885   
## 44 0.086 0.049 0.006 0.012   
## 45 0.001 0.009 0.001 0.002   
## 46 0.767 0.001 0.000 0.001   
## 47 0.049 0.011 0.003 0.000   
## 48 0.039 0.325 0.121 0.032   
## 49 0.018 0.299 0.114 0.036   
## 50 0.000 0.000 0.000 0.000   
## housingyes:loanyes  
## 1 0.000   
## 2 0.000   
## 3 0.004   
## 4 0.001   
## 5 0.001   
## 6 0.000   
## 7 0.001   
## 8 0.000   
## 9 0.000   
## 10 0.000   
## 11 0.000   
## 12 0.017   
## 13 0.007   
## 14 0.054   
## 15 0.012   
## 16 0.000   
## 17 0.001   
## 18 0.001   
## 19 0.000   
## 20 0.000   
## 21 0.000   
## 22 0.001   
## 23 0.007   
## 24 0.005   
## 25 0.005   
## 26 0.002   
## 27 0.000   
## 28 0.002   
## 29 0.086   
## 30 0.000   
## 31 0.005   
## 32 0.132   
## 33 0.528   
## 34 0.121   
## 35 0.002   
## 36 0.000   
## 37 0.000   
## 38 0.000   
## 39 0.000   
## 40 0.000   
## 41 0.000   
## 42 0.000   
## 43 0.000   
## 44 0.000   
## 45 0.001   
## 46 0.000   
## 47 0.003   
## 48 0.000   
## 49 0.000   
## 50 0.000

Ci sono due indici (il 48 e il 49) maggiori di 30, ma nessuna vdp maggiore di 0.5 (anche se un paio ci vanno vicino, e qualche problema di multicollinearità non mi stupisce).

## Bontà adattamento modello

hl\_glm1 <- hoslem.test(training\_set\_vsa$y =="yes", fitted(glm1\_vsa), g=10)  
hl\_glm1

##   
## Hosmer and Lemeshow goodness of fit (GOF) test  
##   
## data: training\_set\_vsa$y == "yes", fitted(glm1\_vsa)  
## X-squared = 109.5292, df = 8, p-value < 2.2e-16

Il test, se rigettato, rigetta l'ipotesi di buon adattamento. Qui non si può rigettare. è vero che c'è il problema che il numero di gruppi non dovrebbe essere inferiore a p+1 (<http://thestatsgeek.com/2014/02/16/the-hosmer-lemeshow-goodness-of-fit-test-for-logistic-regression/>), e io con le variabili dummy ho molte p. Ma anche se i gruppi sono 100, il p.value è significativo, quindi il buon adattamento va rigettato.

# Stima performance predittive

glm1\_vsa\_predictions <- predict(glm1\_vsa, validation\_set\_vsa, type="response")  
  
AUC\_glm1\_vsa <- roc(validation\_set\_vsa$y, glm1\_vsa\_predictions, levels=c("no", "yes"))  
AUC\_glm1\_vsa$auc

## Area under the curve: 0.746

AUC del modello sul validation set è 0.746. Con quella competerà con gli altri modelli, se la diagnostica non me lo fa cambiare.

Voglio sperimentare anche la AUCPR, che forse è miglior indicatore per classi molto sbilanciate (<http://stats.stackexchange.com/questions/7207/roc-vs-precision-and-recall-curves>)

AUCPR\_glm1\_vsa <- pr.curve(glm1\_vsa\_predictions, weights.class0 = validation\_set\_vsa$y == "yes", curve=T)  
AUCPR\_glm1\_vsa

##   
## Precision-recall curve  
##   
## Area under curve (Integral):  
## 0.3200601   
##   
## Area under curve (Davis & Goadrich):  
## 0.3200454   
##   
## Curve for scores from 6.851199e-05 to 0.8358319   
## ( can be plotted with plot(x) )

plot(AUCPR\_glm1\_vsa)

Prima stepwise selection su tutto il training

glm2\_beforebackstep\_training <- glm(y~age + job + marital + education + default + balance + housing + loan + contact + pdays + day + month + campaign + previous, family = "binomial", data = training\_set\_vsa)  
  
glm2\_backstep\_selection <- stepAIC(object = glm2\_beforebackstep\_training, direction = "backward", scope = c(upper = ~age + job + marital + education + default + balance + housing + loan + contact + day + month + campaign + pdays + previous, lower = ~1))

## Start: AIC=17050.53  
## y ~ age + job + marital + education + default + balance + housing +   
## loan + contact + pdays + day + month + campaign + previous  
##   
## Df Deviance AIC  
## - default 1 16973 17049  
## - day 1 16974 17050  
## <none> 16972 17050  
## - age 1 16978 17054  
## - balance 1 16986 17062  
## - pdays 1 16993 17069  
## - previous 1 16996 17072  
## - education 3 17000 17072  
## - marital 2 17001 17075  
## - job 11 17025 17081  
## - loan 1 17029 17105  
## - campaign 1 17078 17154  
## - housing 1 17156 17232  
## - contact 2 17306 17380  
## - month 11 17628 17684  
##   
## Step: AIC=17048.71  
## y ~ age + job + marital + education + balance + housing + loan +   
## contact + pdays + day + month + campaign + previous  
##   
## Df Deviance AIC  
## - day 1 16975 17049  
## <none> 16973 17049  
## - age 1 16978 17052  
## - balance 1 16986 17060  
## - pdays 1 16993 17067  
## - previous 1 16996 17070  
## - education 3 17000 17070  
## - marital 2 17001 17073  
## - job 11 17025 17079  
## - loan 1 17030 17104  
## - campaign 1 17078 17152  
## - housing 1 17156 17230  
## - contact 2 17307 17379  
## - month 11 17630 17684  
##   
## Step: AIC=17048.57  
## y ~ age + job + marital + education + balance + housing + loan +   
## contact + pdays + month + campaign + previous  
##   
## Df Deviance AIC  
## <none> 16975 17049  
## - age 1 16980 17052  
## - balance 1 16988 17060  
## - pdays 1 16994 17066  
## - previous 1 16998 17070  
## - education 3 17002 17070  
## - marital 2 17003 17073  
## - job 11 17027 17079  
## - loan 1 17032 17104  
## - campaign 1 17078 17150  
## - housing 1 17160 17232  
## - contact 2 17307 17377  
## - month 11 17636 17688

glm2\_backstep\_selection$anova

## Stepwise Model Path   
## Analysis of Deviance Table  
##   
## Initial Model:  
## y ~ age + job + marital + education + default + balance + housing +   
## loan + contact + pdays + day + month + campaign + previous  
##   
## Final Model:  
## y ~ age + job + marital + education + balance + housing + loan +   
## contact + pdays + month + campaign + previous  
##   
##   
## Step Df Deviance Resid. Df Resid. Dev AIC  
## 1 27088 16972.53 17050.53  
## 2 - default 1 0.1882962 27089 16972.71 17048.71  
## 3 - day 1 1.8527483 27090 16974.57 17048.57

glm2\_beforeforwardstep\_training <- glm(y~1, family = "binomial", data = training\_set\_vsa)  
  
glm2\_forwardstep\_selection <- stepAIC(object = glm2\_beforeforwardstep\_training, direction = "forward", scope = c(upper = ~age + job + marital + education + default + balance + housing + loan + contact + day + month + campaign + pdays + previous, lower = ~1))

## Start: AIC=19591.18  
## y ~ 1  
##   
## Df Deviance AIC  
## + month 11 18206 18230  
## + contact 2 18831 18837  
## + housing 1 19017 19021  
## + job 11 19152 19176  
## + pdays 1 19346 19350  
## + campaign 1 19379 19383  
## + previous 1 19385 19389  
## + loan 1 19439 19443  
## + education 3 19443 19451  
## + marital 2 19493 19499  
## + balance 1 19521 19525  
## + age 1 19559 19563  
## + day 1 19568 19572  
## + default 1 19576 19580  
## <none> 19589 19591  
##   
## Step: AIC=18229.93  
## y ~ month  
##   
## Df Deviance AIC  
## + contact 2 17647 17675  
## + housing 1 17919 17945  
## + job 11 18014 18060  
## + campaign 1 18067 18093  
## + pdays 1 18080 18106  
## + previous 1 18104 18130  
## + loan 1 18109 18135  
## + marital 2 18128 18156  
## + education 3 18128 18158  
## + balance 1 18173 18199  
## + day 1 18201 18227  
## + default 1 18202 18228  
## + age 1 18202 18228  
## <none> 18206 18230  
##   
## Step: AIC=17675.22  
## y ~ month + contact  
##   
## Df Deviance AIC  
## + housing 1 17390 17420  
## + job 11 17493 17543  
## + campaign 1 17529 17559  
## + loan 1 17563 17593  
## + marital 2 17593 17625  
## + education 3 17594 17628  
## + previous 1 17606 17636  
## + balance 1 17615 17645  
## + pdays 1 17620 17650  
## + age 1 17638 17668  
## + default 1 17645 17675  
## <none> 17647 17675  
## + day 1 17646 17676  
##   
## Step: AIC=17419.59  
## y ~ month + contact + housing  
##   
## Df Deviance AIC  
## + campaign 1 17279 17311  
## + job 11 17295 17347  
## + loan 1 17319 17351  
## + pdays 1 17336 17368  
## + previous 1 17336 17368  
## + education 3 17345 17381  
## + marital 2 17349 17383  
## + balance 1 17366 17398  
## + default 1 17387 17419  
## <none> 17390 17420  
## + age 1 17388 17420  
## + day 1 17390 17422  
##   
## Step: AIC=17310.76  
## y ~ month + contact + housing + campaign  
##   
## Df Deviance AIC  
## + loan 1 17207 17241  
## + job 11 17190 17244  
## + previous 1 17222 17256  
## + pdays 1 17230 17264  
## + education 3 17233 17271  
## + marital 2 17239 17275  
## + balance 1 17256 17290  
## + day 1 17276 17310  
## + default 1 17277 17311  
## <none> 17279 17311  
## + age 1 17278 17312  
##   
## Step: AIC=17241.1  
## y ~ month + contact + housing + campaign + loan  
##   
## Df Deviance AIC  
## + job 11 17125 17181  
## + previous 1 17149 17185  
## + pdays 1 17157 17193  
## + education 3 17165 17205  
## + marital 2 17170 17208  
## + balance 1 17189 17225  
## + day 1 17205 17241  
## <none> 17207 17241  
## + age 1 17206 17242  
## + default 1 17206 17242  
##   
## Step: AIC=17181.18  
## y ~ month + contact + housing + campaign + loan + job  
##   
## Df Deviance AIC  
## + previous 1 17070 17128  
## + pdays 1 17074 17132  
## + education 3 17093 17155  
## + marital 2 17098 17158  
## + balance 1 17109 17167  
## <none> 17125 17181  
## + day 1 17124 17182  
## + default 1 17125 17183  
## + age 1 17125 17183  
##   
## Step: AIC=17127.7  
## y ~ month + contact + housing + campaign + loan + job + previous  
##   
## Df Deviance AIC  
## + education 3 17037 17101  
## + marital 2 17042 17104  
## + pdays 1 17050 17110  
## + balance 1 17054 17114  
## <none> 17070 17128  
## + day 1 17068 17128  
## + default 1 17069 17129  
## + age 1 17070 17130  
##   
## Step: AIC=17101.15  
## y ~ month + contact + housing + campaign + loan + job + previous +   
## education  
##   
## Df Deviance AIC  
## + marital 2 17015 17083  
## + pdays 1 17017 17083  
## + balance 1 17023 17089  
## <none> 17037 17101  
## + day 1 17035 17101  
## + age 1 17036 17102  
## + default 1 17037 17103  
##   
## Step: AIC=17082.94  
## y ~ month + contact + housing + campaign + loan + job + previous +   
## education + marital  
##   
## Df Deviance AIC  
## + pdays 1 16995 17065  
## + balance 1 17000 17070  
## + age 1 17008 17078  
## <none> 17015 17083  
## + day 1 17013 17083  
## + default 1 17014 17084  
##   
## Step: AIC=17064.98  
## y ~ month + contact + housing + campaign + loan + job + previous +   
## education + marital + pdays  
##   
## Df Deviance AIC  
## + balance 1 16980 17052  
## + age 1 16988 17060  
## <none> 16995 17065  
## + day 1 16993 17065  
## + default 1 16995 17067  
##   
## Step: AIC=17051.77  
## y ~ month + contact + housing + campaign + loan + job + previous +   
## education + marital + pdays + balance  
##   
## Df Deviance AIC  
## + age 1 16975 17049  
## <none> 16980 17052  
## + day 1 16978 17052  
## + default 1 16980 17054  
##   
## Step: AIC=17048.57  
## y ~ month + contact + housing + campaign + loan + job + previous +   
## education + marital + pdays + balance + age  
##   
## Df Deviance AIC  
## <none> 16975 17049  
## + day 1 16973 17049  
## + default 1 16974 17050

glm2\_forwardstep\_selection$anova

## Stepwise Model Path   
## Analysis of Deviance Table  
##   
## Initial Model:  
## y ~ 1  
##   
## Final Model:  
## y ~ month + contact + housing + campaign + loan + job + previous +   
## education + marital + pdays + balance + age  
##   
##   
## Step Df Deviance Resid. Df Resid. Dev AIC  
## 1 27126 19589.18 19591.18  
## 2 + month 11 1383.247932 27115 18205.93 18229.93  
## 3 + contact 2 558.713170 27113 17647.22 17675.22  
## 4 + housing 1 257.632941 27112 17389.59 17419.59  
## 5 + campaign 1 110.829372 27111 17278.76 17310.76  
## 6 + loan 1 71.662214 27110 17207.10 17241.10  
## 7 + job 11 81.914125 27099 17125.18 17181.18  
## 8 + previous 1 55.476363 27098 17069.70 17127.70  
## 9 + education 3 32.559086 27095 17037.15 17101.15  
## 10 + marital 2 22.200738 27093 17014.94 17082.94  
## 11 + pdays 1 19.962529 27092 16994.98 17064.98  
## 12 + balance 1 15.207435 27091 16979.77 17051.77  
## 13 + age 1 5.207865 27090 16974.57 17048.57

Allora, la backward come final model presenta y ~ age + job + marital + education + balance + housing + loan + contact + pdays + month + campaign + previous e un AIC di 17048.57.

La forward y ~ month + contact + housing + campaign + loan + job + previous + education + marital + pdays + balance + age con AIC di 17048.57. Identico!

# Diagnostica

step\_formula <- y ~ age + job + marital + education + balance + housing + loan + contact + pdays + month + campaign + previous  
  
glm2\_vsa <- glm(step\_formula, family ="binomial", data = training\_set\_vsa)

## Multicollinearità

cd <- colldiag(model.matrix(glm2\_vsa))  
print(cd)

## Condition  
## Index Variance Decomposition Proportions  
## intercept (Intercept) age jobblue-collar  
## 1 1.000 0.000 0.000 0.000 0.001   
## 2 2.130 0.000 0.000 0.000 0.014   
## 3 2.326 0.000 0.000 0.000 0.002   
## 4 2.423 0.000 0.000 0.000 0.000   
## 5 2.536 0.000 0.000 0.000 0.000   
## 6 2.587 0.000 0.000 0.000 0.008   
## 7 2.721 0.000 0.000 0.000 0.000   
## 8 2.771 0.000 0.000 0.000 0.017   
## 9 2.815 0.000 0.000 0.000 0.000   
## 10 2.848 0.000 0.000 0.000 0.006   
## 11 2.879 0.000 0.000 0.000 0.010   
## 12 2.902 0.000 0.000 0.000 0.029   
## 13 2.925 0.000 0.000 0.000 0.005   
## 14 2.930 0.000 0.000 0.000 0.002   
## 15 2.933 0.000 0.000 0.000 0.000   
## 16 2.940 0.000 0.000 0.000 0.002   
## 17 2.951 0.000 0.000 0.000 0.003   
## 18 2.965 0.000 0.000 0.000 0.000   
## 19 3.047 0.000 0.000 0.000 0.003   
## 20 3.079 0.000 0.000 0.000 0.014   
## 21 3.171 0.000 0.000 0.000 0.011   
## 22 3.206 0.000 0.000 0.000 0.023   
## 23 3.280 0.000 0.000 0.000 0.002   
## 24 3.287 0.000 0.000 0.000 0.028   
## 25 3.402 0.000 0.000 0.000 0.002   
## 26 3.511 0.000 0.000 0.000 0.034   
## 27 3.588 0.000 0.000 0.000 0.000   
## 28 4.089 0.000 0.000 0.000 0.000   
## 29 4.323 0.000 0.000 0.001 0.007   
## 30 4.517 0.000 0.000 0.000 0.083   
## 31 5.704 0.000 0.000 0.001 0.012   
## 32 6.639 0.000 0.000 0.001 0.009   
## 33 8.636 0.000 0.000 0.003 0.053   
## 34 8.843 0.000 0.000 0.013 0.140   
## 35 10.729 0.000 0.000 0.123 0.419   
## 36 16.454 0.000 0.000 0.465 0.006   
## 37 24.971 0.000 0.000 0.392 0.055   
## 38 43115449283739.594 1.000 1.000 0.000 0.000   
## jobentrepreneur jobhousemaid jobmanagement jobretired jobself-employed  
## 1 0.000 0.000 0.001 0.000 0.000   
## 2 0.000 0.000 0.019 0.001 0.002   
## 3 0.003 0.004 0.009 0.000 0.001   
## 4 0.000 0.019 0.014 0.035 0.000   
## 5 0.000 0.005 0.001 0.036 0.001   
## 6 0.015 0.000 0.005 0.011 0.001   
## 7 0.049 0.001 0.002 0.024 0.004   
## 8 0.004 0.000 0.004 0.006 0.014   
## 9 0.006 0.000 0.003 0.063 0.010   
## 10 0.056 0.026 0.008 0.001 0.031   
## 11 0.000 0.187 0.000 0.012 0.014   
## 12 0.039 0.030 0.001 0.002 0.068   
## 13 0.167 0.097 0.004 0.012 0.058   
## 14 0.000 0.039 0.000 0.004 0.005   
## 15 0.000 0.006 0.000 0.003 0.011   
## 16 0.050 0.000 0.002 0.000 0.344   
## 17 0.001 0.021 0.001 0.004 0.020   
## 18 0.146 0.128 0.006 0.027 0.067   
## 19 0.065 0.010 0.000 0.010 0.006   
## 20 0.068 0.022 0.004 0.019 0.033   
## 21 0.000 0.033 0.000 0.002 0.000   
## 22 0.021 0.023 0.000 0.025 0.001   
## 23 0.001 0.044 0.000 0.013 0.000   
## 24 0.000 0.011 0.000 0.156 0.000   
## 25 0.000 0.003 0.003 0.028 0.000   
## 26 0.020 0.009 0.001 0.029 0.000   
## 27 0.000 0.000 0.001 0.009 0.002   
## 28 0.000 0.000 0.000 0.000 0.000   
## 29 0.004 0.000 0.007 0.002 0.002   
## 30 0.003 0.002 0.131 0.007 0.005   
## 31 0.001 0.000 0.003 0.006 0.000   
## 32 0.001 0.003 0.003 0.001 0.001   
## 33 0.108 0.014 0.395 0.034 0.124   
## 34 0.030 0.034 0.069 0.016 0.038   
## 35 0.130 0.213 0.285 0.350 0.129   
## 36 0.000 0.000 0.000 0.047 0.000   
## 37 0.008 0.015 0.016 0.003 0.010   
## 38 0.000 0.000 0.000 0.000 0.000   
## jobservices jobstudent jobtechnician jobunemployed jobunknown  
## 1 0.001 0.000 0.001 0.000 0.000   
## 2 0.008 0.002 0.000 0.000 0.000   
## 3 0.004 0.011 0.000 0.001 0.002   
## 4 0.001 0.009 0.000 0.001 0.003   
## 5 0.005 0.037 0.007 0.000 0.080   
## 6 0.006 0.115 0.037 0.003 0.004   
## 7 0.006 0.032 0.052 0.009 0.010   
## 8 0.006 0.002 0.000 0.187 0.048   
## 9 0.005 0.025 0.011 0.023 0.178   
## 10 0.007 0.012 0.012 0.089 0.000   
## 11 0.044 0.002 0.003 0.034 0.004   
## 12 0.073 0.028 0.004 0.010 0.038   
## 13 0.119 0.032 0.012 0.000 0.067   
## 14 0.000 0.001 0.002 0.013 0.001   
## 15 0.004 0.000 0.000 0.004 0.000   
## 16 0.009 0.002 0.001 0.004 0.003   
## 17 0.001 0.014 0.003 0.033 0.020   
## 18 0.033 0.000 0.006 0.009 0.002   
## 19 0.073 0.028 0.036 0.031 0.057   
## 20 0.004 0.018 0.001 0.182 0.026   
## 21 0.005 0.076 0.038 0.063 0.033   
## 22 0.001 0.010 0.031 0.010 0.142   
## 23 0.008 0.027 0.014 0.014 0.136   
## 24 0.014 0.030 0.002 0.030 0.059   
## 25 0.001 0.012 0.003 0.000 0.007   
## 26 0.001 0.268 0.025 0.000 0.008   
## 27 0.001 0.004 0.006 0.007 0.004   
## 28 0.000 0.002 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000 0.000   
## 30 0.126 0.012 0.041 0.010 0.003   
## 31 0.005 0.001 0.007 0.000 0.001   
## 32 0.002 0.000 0.007 0.001 0.000   
## 33 0.130 0.049 0.263 0.052 0.014   
## 34 0.056 0.041 0.075 0.030 0.010   
## 35 0.208 0.046 0.274 0.128 0.038   
## 36 0.002 0.016 0.001 0.000 0.000   
## 37 0.029 0.032 0.026 0.022 0.002   
## 38 0.000 0.000 0.000 0.000 0.000   
## maritalmarried maritalsingle educationsecondary educationtertiary  
## 1 0.001 0.001 0.001 0.001   
## 2 0.000 0.001 0.005 0.019   
## 3 0.001 0.001 0.003 0.008   
## 4 0.004 0.012 0.003 0.010   
## 5 0.000 0.000 0.002 0.001   
## 6 0.008 0.040 0.005 0.001   
## 7 0.001 0.005 0.002 0.001   
## 8 0.000 0.001 0.003 0.000   
## 9 0.001 0.002 0.000 0.001   
## 10 0.000 0.001 0.002 0.001   
## 11 0.000 0.000 0.000 0.000   
## 12 0.000 0.001 0.000 0.000   
## 13 0.000 0.000 0.000 0.000   
## 14 0.001 0.001 0.000 0.000   
## 15 0.000 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.000   
## 17 0.000 0.002 0.000 0.000   
## 18 0.000 0.000 0.000 0.000   
## 19 0.001 0.002 0.000 0.000   
## 20 0.000 0.000 0.000 0.000   
## 21 0.003 0.007 0.000 0.002   
## 22 0.000 0.002 0.004 0.000   
## 23 0.001 0.000 0.002 0.000   
## 24 0.002 0.003 0.000 0.001   
## 25 0.004 0.009 0.000 0.001   
## 26 0.023 0.095 0.000 0.001   
## 27 0.003 0.002 0.002 0.001   
## 28 0.000 0.000 0.000 0.000   
## 29 0.002 0.004 0.010 0.000   
## 30 0.001 0.000 0.125 0.100   
## 31 0.004 0.001 0.003 0.002   
## 32 0.016 0.003 0.014 0.006   
## 33 0.002 0.018 0.406 0.625   
## 34 0.767 0.533 0.044 0.020   
## 35 0.061 0.015 0.250 0.108   
## 36 0.020 0.078 0.021 0.019   
## 37 0.070 0.160 0.092 0.071   
## 38 0.000 0.000 0.000 0.000   
## educationunknown balance housingyes loanyes contacttelephone  
## 1 0.000 0.002 0.003 0.002 0.001   
## 2 0.000 0.008 0.004 0.002 0.006   
## 3 0.000 0.002 0.002 0.000 0.005   
## 4 0.000 0.000 0.005 0.013 0.074   
## 5 0.099 0.014 0.004 0.041 0.011   
## 6 0.007 0.006 0.002 0.000 0.000   
## 7 0.030 0.001 0.001 0.022 0.021   
## 8 0.065 0.018 0.001 0.001 0.001   
## 9 0.049 0.001 0.000 0.003 0.008   
## 10 0.001 0.043 0.000 0.000 0.000   
## 11 0.006 0.001 0.001 0.002 0.022   
## 12 0.002 0.008 0.000 0.014 0.008   
## 13 0.000 0.000 0.000 0.000 0.002   
## 14 0.006 0.002 0.000 0.005 0.000   
## 15 0.000 0.002 0.000 0.001 0.001   
## 16 0.000 0.007 0.000 0.000 0.004   
## 17 0.003 0.013 0.000 0.004 0.000   
## 18 0.000 0.014 0.001 0.017 0.017   
## 19 0.013 0.001 0.000 0.059 0.004   
## 20 0.000 0.002 0.001 0.028 0.003   
## 21 0.019 0.016 0.005 0.020 0.145   
## 22 0.325 0.003 0.002 0.032 0.094   
## 23 0.048 0.002 0.000 0.108 0.267   
## 24 0.022 0.077 0.000 0.018 0.014   
## 25 0.001 0.447 0.000 0.041 0.154   
## 26 0.025 0.077 0.001 0.001 0.002   
## 27 0.008 0.213 0.005 0.546 0.087   
## 28 0.000 0.000 0.000 0.000 0.001   
## 29 0.002 0.006 0.001 0.012 0.007   
## 30 0.019 0.002 0.000 0.000 0.000   
## 31 0.001 0.004 0.899 0.001 0.003   
## 32 0.004 0.001 0.024 0.001 0.018   
## 33 0.156 0.000 0.001 0.001 0.004   
## 34 0.008 0.000 0.000 0.000 0.000   
## 35 0.067 0.002 0.004 0.001 0.007   
## 36 0.000 0.001 0.022 0.000 0.008   
## 37 0.013 0.002 0.011 0.002 0.002   
## 38 0.000 0.000 0.000 0.000 0.000   
## contactunknown pdays monthfeb monthmar monthapr monthmay monthjun  
## 1 0.001 0.001 0.000 0.000 0.000 0.000 0.000   
## 2 0.022 0.005 0.003 0.004 0.001 0.003 0.003   
## 3 0.012 0.088 0.006 0.001 0.012 0.000 0.010   
## 4 0.013 0.008 0.000 0.000 0.000 0.005 0.001   
## 5 0.007 0.001 0.000 0.007 0.000 0.000 0.015   
## 6 0.001 0.014 0.003 0.002 0.001 0.000 0.000   
## 7 0.000 0.004 0.002 0.000 0.000 0.000 0.000   
## 8 0.003 0.002 0.040 0.001 0.010 0.001 0.010   
## 9 0.002 0.002 0.018 0.064 0.004 0.001 0.000   
## 10 0.000 0.002 0.060 0.001 0.000 0.000 0.000   
## 11 0.000 0.009 0.006 0.000 0.027 0.005 0.022   
## 12 0.001 0.003 0.002 0.072 0.034 0.000 0.000   
## 13 0.000 0.001 0.000 0.007 0.016 0.000 0.000   
## 14 0.001 0.002 0.000 0.089 0.001 0.000 0.002   
## 15 0.000 0.000 0.004 0.045 0.000 0.000 0.001   
## 16 0.000 0.000 0.000 0.062 0.031 0.001 0.002   
## 17 0.000 0.007 0.008 0.289 0.077 0.001 0.000   
## 18 0.000 0.001 0.008 0.007 0.023 0.002 0.006   
## 19 0.000 0.002 0.037 0.020 0.000 0.003 0.010   
## 20 0.000 0.000 0.053 0.020 0.007 0.004 0.013   
## 21 0.002 0.004 0.020 0.000 0.019 0.003 0.003   
## 22 0.000 0.000 0.000 0.000 0.004 0.000 0.004   
## 23 0.001 0.003 0.027 0.005 0.001 0.000 0.011   
## 24 0.002 0.003 0.028 0.039 0.000 0.005 0.000   
## 25 0.001 0.001 0.001 0.009 0.008 0.000 0.003   
## 26 0.002 0.001 0.000 0.002 0.000 0.001 0.000   
## 27 0.001 0.000 0.002 0.000 0.000 0.001 0.000   
## 28 0.014 0.585 0.004 0.003 0.024 0.000 0.015   
## 29 0.001 0.031 0.000 0.000 0.000 0.000 0.001   
## 30 0.000 0.004 0.000 0.000 0.000 0.000 0.000   
## 31 0.057 0.037 0.000 0.002 0.012 0.011 0.015   
## 32 0.816 0.172 0.017 0.006 0.009 0.044 0.074   
## 33 0.003 0.000 0.000 0.000 0.000 0.000 0.000   
## 34 0.002 0.001 0.001 0.000 0.001 0.001 0.001   
## 35 0.023 0.005 0.022 0.006 0.025 0.047 0.036   
## 36 0.011 0.000 0.340 0.130 0.352 0.474 0.419   
## 37 0.002 0.001 0.289 0.107 0.300 0.383 0.322   
## 38 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## monthjul monthaug monthsep monthoct monthnov monthdec campaign previous  
## 1 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.001   
## 2 0.000 0.005 0.004 0.004 0.003 0.002 0.000 0.011   
## 3 0.001 0.005 0.004 0.002 0.000 0.004 0.005 0.088   
## 4 0.016 0.002 0.000 0.001 0.000 0.001 0.003 0.007   
## 5 0.007 0.001 0.019 0.021 0.002 0.012 0.000 0.003   
## 6 0.002 0.007 0.000 0.000 0.006 0.000 0.005 0.020   
## 7 0.022 0.034 0.000 0.003 0.005 0.002 0.000 0.007   
## 8 0.005 0.005 0.000 0.001 0.012 0.002 0.003 0.000   
## 9 0.004 0.003 0.014 0.029 0.015 0.033 0.000 0.005   
## 10 0.002 0.000 0.005 0.014 0.066 0.003 0.003 0.002   
## 11 0.000 0.000 0.007 0.058 0.001 0.010 0.000 0.024   
## 12 0.000 0.000 0.063 0.000 0.002 0.057 0.000 0.019   
## 13 0.000 0.000 0.022 0.012 0.001 0.008 0.000 0.006   
## 14 0.001 0.002 0.001 0.271 0.003 0.225 0.000 0.012   
## 15 0.000 0.000 0.292 0.035 0.004 0.316 0.000 0.005   
## 16 0.000 0.000 0.106 0.011 0.000 0.022 0.001 0.001   
## 17 0.000 0.000 0.034 0.000 0.000 0.022 0.000 0.045   
## 18 0.001 0.000 0.000 0.005 0.038 0.006 0.001 0.001   
## 19 0.008 0.012 0.020 0.005 0.003 0.033 0.001 0.014   
## 20 0.000 0.002 0.008 0.033 0.020 0.018 0.000 0.005   
## 21 0.001 0.022 0.007 0.013 0.002 0.004 0.008 0.063   
## 22 0.001 0.006 0.000 0.000 0.002 0.000 0.012 0.007   
## 23 0.003 0.000 0.012 0.023 0.004 0.015 0.011 0.066   
## 24 0.000 0.000 0.063 0.067 0.004 0.043 0.001 0.029   
## 25 0.032 0.000 0.010 0.018 0.010 0.011 0.000 0.023   
## 26 0.003 0.007 0.002 0.002 0.010 0.002 0.005 0.003   
## 27 0.021 0.011 0.000 0.002 0.016 0.000 0.007 0.001   
## 28 0.001 0.001 0.008 0.003 0.002 0.003 0.028 0.502   
## 29 0.008 0.013 0.001 0.002 0.002 0.000 0.877 0.025   
## 30 0.000 0.000 0.000 0.000 0.000 0.000 0.012 0.002   
## 31 0.002 0.014 0.004 0.003 0.005 0.002 0.003 0.002   
## 32 0.033 0.052 0.002 0.004 0.022 0.002 0.001 0.001   
## 33 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 34 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000   
## 35 0.027 0.026 0.008 0.009 0.023 0.005 0.004 0.000   
## 36 0.422 0.427 0.157 0.195 0.399 0.079 0.003 0.000   
## 37 0.377 0.340 0.125 0.149 0.317 0.058 0.000 0.000   
## 38 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Nessun indice, eccetto intercetta, supera 30. Non ci sono problemi di multicollinearità.

## Bontà adattamento modello

hl\_glm2 <- hoslem.test(training\_set\_vsa$y =="yes", fitted(glm2\_vsa), g=100)  
hl\_glm2

##   
## Hosmer and Lemeshow goodness of fit (GOF) test  
##   
## data: training\_set\_vsa$y == "yes", fitted(glm2\_vsa)  
## X-squared = 291.9953, df = 98, p-value < 2.2e-16

Anche qua test rigettato, l'ipotesi nulla di buon adattamento va rigettata. Anche con 100 gruppi il p.value è bassissimo.

# Stima performance predittive

Bene, ora vediamo l'AUC sul validation set

glm2\_vsa\_predictions <- predict(glm2\_vsa, validation\_set\_vsa, type="response")  
  
AUC\_glm2\_vsa <- roc(validation\_set\_vsa$y, glm2\_vsa\_predictions, levels=c("no", "yes"))  
AUC\_glm2\_vsa$auc

## Area under the curve: 0.7463

Però. glm2 ha AUC di 0.7463 contro 0.746 di glm1. Per ora vince la step contro di me.

Vediamo la AUCPR

AUCPR\_glm2\_vsa <- pr.curve(glm2\_vsa\_predictions, weights.class0 = validation\_set\_vsa$y == "yes", curve=T)  
AUCPR\_glm2\_vsa

##   
## Precision-recall curve  
##   
## Area under curve (Integral):  
## 0.3228931   
##   
## Area under curve (Davis & Goadrich):  
## 0.3228801   
##   
## Curve for scores from 6.33801e-05 to 0.7474767   
## ( can be plotted with plot(x) )

plot(AUCPR\_glm2\_vsa)

Modello simile a glm1, ma usando i fattori invece delle variabili quantitative quando possibile

formula\_glm3 <- y ~ age\_class + job + marital + balance\_class + housing + loan + contact + day + month + campaign\_class + pdays\_class + age\_class\*marital + age\_class\*job + loan\*housing

glm3\_vsa <- glm(formula\_glm3, family = "binomial", data = training\_set\_vsa)  
  
summary(glm3\_vsa) #AIC molto basso, è normale la sovrastima delle performance, che non vuol dire overfitting.

##   
## Call:  
## glm(formula = formula\_glm3, family = "binomial", data = training\_set\_vsa)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1687 -0.4810 -0.3656 -0.2391 3.0072   
##   
## Coefficients: (1 not defined because of singularities)  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.500080 0.451897 -5.532 3.16e-08  
## age\_class(30,59] 0.092068 0.428430 0.215 0.829848  
## age\_class(59,95] 0.526675 0.590778 0.891 0.372664  
## jobblue-collar 0.006063 0.178650 0.034 0.972926  
## jobentrepreneur 0.062842 0.387935 0.162 0.871312  
## jobhousemaid 0.106918 0.481816 0.222 0.824387  
## jobmanagement 0.122353 0.164247 0.745 0.456314  
## jobretired -10.231499 93.844429 -0.109 0.913182  
## jobself-employed 0.129211 0.268424 0.481 0.630253  
## jobservices 0.070667 0.198524 0.356 0.721871  
## jobstudent 0.164979 0.172464 0.957 0.338769  
## jobtechnician 0.057886 0.173687 0.333 0.738924  
## jobunemployed 0.056318 0.273420 0.206 0.836809  
## jobunknown 0.268962 0.886603 0.303 0.761614  
## maritalmarried -0.029380 0.414953 -0.071 0.943555  
## maritalsingle 0.369989 0.406510 0.910 0.362739  
## balance\_class0 0.009133 0.127519 0.072 0.942905  
## balance\_class(0, 22] -0.090903 0.157046 -0.579 0.562703  
## balance\_class(22,131] 0.075669 0.120813 0.626 0.531095  
## balance\_class(131,272] 0.274397 0.117516 2.335 0.019544  
## balance\_class(272,448] 0.354354 0.116856 3.032 0.002426  
## balance\_class(448,701] 0.280988 0.117285 2.396 0.016585  
## balance\_class(701,1126] 0.383203 0.116197 3.298 0.000974  
## balance\_class(1126,1859] 0.377881 0.115773 3.264 0.001099  
## balance\_class(1859,3574] 0.593122 0.113791 5.212 1.86e-07  
## balance\_class(3574,102127] 0.564231 0.114875 4.912 9.03e-07  
## housingyes -0.586780 0.052034 -11.277 < 2e-16  
## loanyes -0.550209 0.101243 -5.435 5.49e-08  
## contacttelephone -0.308210 0.083170 -3.706 0.000211  
## contactunknown -1.283894 0.083019 -15.465 < 2e-16  
## day 0.002347 0.002804 0.837 0.402590  
## monthfeb 0.718895 0.147235 4.883 1.05e-06  
## monthmar 2.143796 0.179165 11.965 < 2e-16  
## monthapr 1.150920 0.137452 8.373 < 2e-16  
## monthmay 0.584910 0.136655 4.280 1.87e-05  
## monthjun 1.231421 0.151019 8.154 3.52e-16  
## monthjul 0.514489 0.134080 3.837 0.000124  
## monthaug 0.348577 0.136463 2.554 0.010638  
## monthsep 1.746246 0.171984 10.154 < 2e-16  
## monthoct 1.622463 0.158571 10.232 < 2e-16  
## monthnov 0.208321 0.140448 1.483 0.138007  
## monthdec 1.939394 0.218544 8.874 < 2e-16  
## campaign\_class2 -0.218022 0.050740 -4.297 1.73e-05  
## campaign\_class3 -0.041808 0.066185 -0.632 0.527590  
## campaign\_class4 -0.355367 0.088196 -4.029 5.59e-05  
## campaign\_class5 -0.516713 0.123476 -4.185 2.85e-05  
## campaign\_classup 5 -0.729599 0.095520 -7.638 2.20e-14  
## pdays\_class(0,91] 1.045691 0.101408 10.312 < 2e-16  
## pdays\_class(91,108] 1.328945 0.105291 12.622 < 2e-16  
## pdays\_class(108,159] -0.003548 0.137247 -0.026 0.979379  
## pdays\_class(159,181] 0.803065 0.121545 6.607 3.92e-11  
## pdays\_class (181,194] 1.070988 0.111692 9.589 < 2e-16  
## pdays\_class(194,258] -0.084672 0.150489 -0.563 0.573674  
## pdays\_class(258,300] 0.219745 0.137347 1.600 0.109615  
## pdays\_class(300,343] -0.344559 0.158714 -2.171 0.029936  
## pdays\_class(343,362] -0.121708 0.174408 -0.698 0.485281  
## pdays\_class(362,871] 0.859966 0.117542 7.316 2.55e-13  
## age\_class(30,59]:maritalmarried -0.187301 0.421075 -0.445 0.656453  
## age\_class(59,95]:maritalmarried -0.423333 0.457321 -0.926 0.354611  
## age\_class(30,59]:maritalsingle -0.435756 0.414457 -1.051 0.293079  
## age\_class(59,95]:maritalsingle -1.008681 0.647257 -1.558 0.119140  
## age\_class(30,59]:jobblue-collar -0.193497 0.200684 -0.964 0.334952  
## age\_class(59,95]:jobblue-collar 0.227028 0.580469 0.391 0.695715  
## age\_class(30,59]:jobentrepreneur -0.229958 0.417375 -0.551 0.581659  
## age\_class(59,95]:jobentrepreneur 0.800050 0.813006 0.984 0.325084  
## age\_class(30,59]:jobhousemaid -0.491352 0.509042 -0.965 0.334421  
## age\_class(59,95]:jobhousemaid -0.055588 0.702190 -0.079 0.936902  
## age\_class(30,59]:jobmanagement -0.074559 0.184360 -0.404 0.685905  
## age\_class(59,95]:jobmanagement 0.869773 0.473654 1.836 0.066312  
## age\_class(30,59]:jobretired 9.874420 93.844571 0.105 0.916200  
## age\_class(59,95]:jobretired 10.767000 93.845290 0.115 0.908658  
## age\_class(30,59]:jobself-employed -0.397719 0.308222 -1.290 0.196924  
## age\_class(59,95]:jobself-employed 1.199187 0.654842 1.831 0.067061  
## age\_class(30,59]:jobservices -0.066928 0.225592 -0.297 0.766711  
## age\_class(59,95]:jobservices -0.022954 0.825470 -0.028 0.977816  
## age\_class(30,59]:jobstudent -0.057097 0.338063 -0.169 0.865879  
## age\_class(59,95]:jobstudent NA NA NA NA  
## age\_class(30,59]:jobtechnician -0.037721 0.195406 -0.193 0.846929  
## age\_class(59,95]:jobtechnician 0.439834 0.555580 0.792 0.428555  
## age\_class(30,59]:jobunemployed 0.165930 0.304908 0.544 0.586305  
## age\_class(59,95]:jobunemployed 0.292111 0.868208 0.336 0.736530  
## age\_class(30,59]:jobunknown -0.459836 0.934210 -0.492 0.622565  
## age\_class(59,95]:jobunknown -1.052628 1.249830 -0.842 0.399667  
## housingyes:loanyes 0.304603 0.136331 2.234 0.025464  
##   
## (Intercept) \*\*\*  
## age\_class(30,59]   
## age\_class(59,95]   
## jobblue-collar   
## jobentrepreneur   
## jobhousemaid   
## jobmanagement   
## jobretired   
## jobself-employed   
## jobservices   
## jobstudent   
## jobtechnician   
## jobunemployed   
## jobunknown   
## maritalmarried   
## maritalsingle   
## balance\_class0   
## balance\_class(0, 22]   
## balance\_class(22,131]   
## balance\_class(131,272] \*   
## balance\_class(272,448] \*\*   
## balance\_class(448,701] \*   
## balance\_class(701,1126] \*\*\*  
## balance\_class(1126,1859] \*\*   
## balance\_class(1859,3574] \*\*\*  
## balance\_class(3574,102127] \*\*\*  
## housingyes \*\*\*  
## loanyes \*\*\*  
## contacttelephone \*\*\*  
## contactunknown \*\*\*  
## day   
## monthfeb \*\*\*  
## monthmar \*\*\*  
## monthapr \*\*\*  
## monthmay \*\*\*  
## monthjun \*\*\*  
## monthjul \*\*\*  
## monthaug \*   
## monthsep \*\*\*  
## monthoct \*\*\*  
## monthnov   
## monthdec \*\*\*  
## campaign\_class2 \*\*\*  
## campaign\_class3   
## campaign\_class4 \*\*\*  
## campaign\_class5 \*\*\*  
## campaign\_classup 5 \*\*\*  
## pdays\_class(0,91] \*\*\*  
## pdays\_class(91,108] \*\*\*  
## pdays\_class(108,159]   
## pdays\_class(159,181] \*\*\*  
## pdays\_class (181,194] \*\*\*  
## pdays\_class(194,258]   
## pdays\_class(258,300]   
## pdays\_class(300,343] \*   
## pdays\_class(343,362]   
## pdays\_class(362,871] \*\*\*  
## age\_class(30,59]:maritalmarried   
## age\_class(59,95]:maritalmarried   
## age\_class(30,59]:maritalsingle   
## age\_class(59,95]:maritalsingle   
## age\_class(30,59]:jobblue-collar   
## age\_class(59,95]:jobblue-collar   
## age\_class(30,59]:jobentrepreneur   
## age\_class(59,95]:jobentrepreneur   
## age\_class(30,59]:jobhousemaid   
## age\_class(59,95]:jobhousemaid   
## age\_class(30,59]:jobmanagement   
## age\_class(59,95]:jobmanagement .   
## age\_class(30,59]:jobretired   
## age\_class(59,95]:jobretired   
## age\_class(30,59]:jobself-employed   
## age\_class(59,95]:jobself-employed .   
## age\_class(30,59]:jobservices   
## age\_class(59,95]:jobservices   
## age\_class(30,59]:jobstudent   
## age\_class(59,95]:jobstudent   
## age\_class(30,59]:jobtechnician   
## age\_class(59,95]:jobtechnician   
## age\_class(30,59]:jobunemployed   
## age\_class(59,95]:jobunemployed   
## age\_class(30,59]:jobunknown   
## age\_class(59,95]:jobunknown   
## housingyes:loanyes \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 19589 on 27126 degrees of freedom  
## Residual deviance: 16431 on 27044 degrees of freedom  
## AIC: 16597  
##   
## Number of Fisher Scoring iterations: 10

AIC più bassa sinora.

# Diagnostica

## Multicollinearità

matrix\_glm3 <- model.matrix(glm3\_vsa)  
matrix\_glm3 <- matrix\_glm3[,colSums(matrix\_glm3 != 0) != 0]  
  
cd\_glm3 <- colldiag(matrix\_glm3)  
print(cd\_glm3)

## Condition  
## Index Variance Decomposition Proportions  
## intercept (Intercept) age\_class(30,59]  
## 1 1.000 0.000 0.000 0.000   
## 2 1.790 0.000 0.000 0.000   
## 3 2.182 0.000 0.000 0.000   
## 4 2.296 0.000 0.000 0.000   
## 5 2.355 0.000 0.000 0.000   
## 6 2.364 0.000 0.000 0.000   
## 7 2.377 0.000 0.000 0.000   
## 8 2.382 0.000 0.000 0.000   
## 9 2.392 0.000 0.000 0.000   
## 10 2.400 0.000 0.000 0.000   
## 11 2.469 0.000 0.000 0.000   
## 12 2.618 0.000 0.000 0.000   
## 13 2.683 0.000 0.000 0.000   
## 14 2.732 0.000 0.000 0.000   
## 15 2.871 0.000 0.000 0.000   
## 16 2.890 0.000 0.000 0.000   
## 17 2.957 0.000 0.000 0.000   
## 18 3.002 0.000 0.000 0.000   
## 19 3.057 0.000 0.000 0.000   
## 20 3.107 0.000 0.000 0.000   
## 21 3.135 0.000 0.000 0.000   
## 22 3.171 0.000 0.000 0.000   
## 23 3.204 0.000 0.000 0.000   
## 24 3.222 0.000 0.000 0.000   
## 25 3.246 0.000 0.000 0.000   
## 26 3.257 0.000 0.000 0.000   
## 27 3.268 0.000 0.000 0.000   
## 28 3.277 0.000 0.000 0.000   
## 29 3.282 0.000 0.000 0.000   
## 30 3.295 0.000 0.000 0.000   
## 31 3.300 0.000 0.000 0.000   
## 32 3.304 0.000 0.000 0.000   
## 33 3.306 0.000 0.000 0.000   
## 34 3.323 0.000 0.000 0.000   
## 35 3.329 0.000 0.000 0.000   
## 36 3.334 0.000 0.000 0.000   
## 37 3.342 0.000 0.000 0.000   
## 38 3.350 0.000 0.000 0.000   
## 39 3.352 0.000 0.000 0.000   
## 40 3.357 0.000 0.000 0.000   
## 41 3.370 0.000 0.000 0.000   
## 42 3.372 0.000 0.000 0.000   
## 43 3.378 0.000 0.000 0.000   
## 44 3.387 0.000 0.000 0.000   
## 45 3.391 0.000 0.000 0.000   
## 46 3.417 0.000 0.000 0.000   
## 47 3.418 0.000 0.000 0.000   
## 48 3.462 0.000 0.000 0.000   
## 49 3.493 0.000 0.000 0.000   
## 50 3.528 0.000 0.000 0.000   
## 51 3.561 0.000 0.000 0.000   
## 52 3.606 0.000 0.000 0.000   
## 53 3.630 0.000 0.000 0.000   
## 54 3.682 0.000 0.000 0.000   
## 55 3.774 0.000 0.000 0.000   
## 56 3.845 0.000 0.000 0.000   
## 57 3.936 0.000 0.000 0.000   
## 58 4.155 0.000 0.000 0.000   
## 59 4.422 0.000 0.000 0.000   
## 60 5.383 0.000 0.000 0.001   
## 61 5.940 0.000 0.000 0.000   
## 62 6.141 0.000 0.000 0.000   
## 63 7.088 0.000 0.000 0.000   
## 64 7.647 0.000 0.000 0.000   
## 65 8.061 0.000 0.000 0.000   
## 66 8.775 0.000 0.000 0.001   
## 67 9.307 0.000 0.000 0.000   
## 68 9.860 0.000 0.000 0.002   
## 69 10.648 0.000 0.000 0.000   
## 70 11.517 0.000 0.000 0.003   
## 71 11.559 0.000 0.000 0.000   
## 72 12.167 0.000 0.000 0.000   
## 73 12.516 0.000 0.000 0.000   
## 74 13.358 0.000 0.000 0.006   
## 75 14.087 0.000 0.000 0.000   
## 76 14.756 0.000 0.000 0.000   
## 77 19.623 0.000 0.000 0.000   
## 78 20.008 0.000 0.000 0.000   
## 79 21.561 0.000 0.000 0.003   
## 80 25.780 0.000 0.000 0.014   
## 81 37.010 0.000 0.000 0.033   
## 82 87.115 0.000 0.000 0.001   
## 83 98.820 0.000 0.000 0.934   
## 84 49006905062698.305 1.000 1.000 0.000   
## age\_class(59,95] jobblue-collar jobentrepreneur jobhousemaid  
## 1 0.000 0.000 0.000 0.000   
## 2 0.002 0.000 0.000 0.000   
## 3 0.000 0.003 0.000 0.000   
## 4 0.000 0.001 0.001 0.005   
## 5 0.000 0.000 0.004 0.000   
## 6 0.000 0.000 0.005 0.004   
## 7 0.000 0.001 0.007 0.000   
## 8 0.000 0.000 0.000 0.001   
## 9 0.000 0.000 0.001 0.000   
## 10 0.000 0.001 0.000 0.000   
## 11 0.000 0.001 0.003 0.002   
## 12 0.000 0.000 0.000 0.000   
## 13 0.000 0.000 0.000 0.000   
## 14 0.000 0.001 0.000 0.000   
## 15 0.000 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.000   
## 17 0.000 0.000 0.000 0.000   
## 18 0.000 0.001 0.000 0.000   
## 19 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.000   
## 22 0.000 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000   
## 26 0.000 0.000 0.000 0.000   
## 27 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000   
## 30 0.000 0.000 0.000 0.000   
## 31 0.000 0.000 0.000 0.000   
## 32 0.000 0.000 0.000 0.000   
## 33 0.000 0.000 0.000 0.000   
## 34 0.000 0.000 0.000 0.000   
## 35 0.000 0.000 0.000 0.000   
## 36 0.000 0.000 0.000 0.000   
## 37 0.000 0.000 0.000 0.000   
## 38 0.000 0.000 0.000 0.000   
## 39 0.000 0.000 0.000 0.000   
## 40 0.000 0.000 0.000 0.000   
## 41 0.000 0.000 0.000 0.000   
## 42 0.000 0.000 0.000 0.000   
## 43 0.000 0.000 0.000 0.000   
## 44 0.000 0.000 0.000 0.000   
## 45 0.000 0.000 0.000 0.000   
## 46 0.000 0.000 0.000 0.000   
## 47 0.000 0.000 0.000 0.000   
## 48 0.000 0.000 0.000 0.000   
## 49 0.000 0.000 0.000 0.000   
## 50 0.000 0.000 0.000 0.000   
## 51 0.000 0.000 0.000 0.000   
## 52 0.000 0.000 0.000 0.000   
## 53 0.000 0.000 0.000 0.000   
## 54 0.000 0.000 0.000 0.000   
## 55 0.000 0.000 0.000 0.000   
## 56 0.000 0.000 0.000 0.000   
## 57 0.000 0.000 0.000 0.000   
## 58 0.000 0.000 0.000 0.000   
## 59 0.000 0.000 0.000 0.000   
## 60 0.000 0.000 0.000 0.000   
## 61 0.000 0.000 0.000 0.000   
## 62 0.000 0.001 0.000 0.000   
## 63 0.000 0.014 0.003 0.002   
## 64 0.000 0.003 0.000 0.000   
## 65 0.000 0.000 0.000 0.000   
## 66 0.001 0.006 0.001 0.000   
## 67 0.012 0.005 0.001 0.000   
## 68 0.003 0.003 0.001 0.001   
## 69 0.000 0.008 0.000 0.000   
## 70 0.000 0.188 0.004 0.001   
## 71 0.000 0.040 0.001 0.000   
## 72 0.000 0.006 0.000 0.000   
## 73 0.000 0.001 0.000 0.000   
## 74 0.000 0.043 0.037 0.002   
## 75 0.000 0.027 0.091 0.000   
## 76 0.000 0.000 0.671 0.000   
## 77 0.012 0.010 0.004 0.668   
## 78 0.001 0.000 0.000 0.178   
## 79 0.609 0.003 0.001 0.004   
## 80 0.014 0.017 0.004 0.010   
## 81 0.014 0.593 0.154 0.118   
## 82 0.001 0.004 0.001 0.001   
## 83 0.329 0.016 0.004 0.002   
## 84 0.000 0.000 0.000 0.000   
## jobmanagement jobretired jobself-employed jobservices jobstudent  
## 1 0.000 0.000 0.000 0.000 0.000   
## 2 0.000 0.000 0.000 0.000 0.000   
## 3 0.002 0.000 0.000 0.000 0.003   
## 4 0.000 0.000 0.001 0.001 0.002   
## 5 0.000 0.000 0.000 0.000 0.000   
## 6 0.000 0.000 0.001 0.000 0.000   
## 7 0.001 0.000 0.001 0.000 0.000   
## 8 0.004 0.000 0.000 0.002 0.000   
## 9 0.001 0.000 0.025 0.000 0.000   
## 10 0.000 0.000 0.000 0.018 0.000   
## 11 0.000 0.000 0.000 0.001 0.018   
## 12 0.000 0.000 0.000 0.000 0.006   
## 13 0.000 0.000 0.000 0.001 0.009   
## 14 0.001 0.000 0.000 0.001 0.012   
## 15 0.000 0.000 0.000 0.000 0.047   
## 16 0.000 0.000 0.000 0.000 0.022   
## 17 0.000 0.000 0.000 0.000 0.001   
## 18 0.000 0.000 0.000 0.000 0.020   
## 19 0.000 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000 0.002   
## 21 0.000 0.000 0.000 0.000 0.002   
## 22 0.000 0.000 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000 0.000   
## 26 0.000 0.000 0.000 0.000 0.000   
## 27 0.000 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000 0.000   
## 30 0.000 0.000 0.000 0.000 0.000   
## 31 0.000 0.000 0.000 0.000 0.001   
## 32 0.000 0.000 0.000 0.000 0.000   
## 33 0.000 0.000 0.000 0.000 0.000   
## 34 0.000 0.000 0.000 0.000 0.000   
## 35 0.000 0.000 0.000 0.000 0.000   
## 36 0.000 0.000 0.000 0.000 0.000   
## 37 0.000 0.000 0.000 0.000 0.000   
## 38 0.000 0.000 0.000 0.000 0.000   
## 39 0.000 0.000 0.000 0.000 0.000   
## 40 0.000 0.000 0.000 0.000 0.000   
## 41 0.000 0.000 0.000 0.000 0.000   
## 42 0.000 0.000 0.000 0.000 0.000   
## 43 0.000 0.000 0.000 0.000 0.001   
## 44 0.000 0.000 0.000 0.000 0.000   
## 45 0.000 0.000 0.000 0.000 0.000   
## 46 0.000 0.000 0.000 0.000 0.000   
## 47 0.000 0.000 0.000 0.000 0.000   
## 48 0.000 0.000 0.000 0.000 0.000   
## 49 0.000 0.000 0.000 0.000 0.000   
## 50 0.000 0.000 0.000 0.000 0.000   
## 51 0.000 0.000 0.000 0.000 0.000   
## 52 0.000 0.000 0.000 0.000 0.000   
## 53 0.000 0.000 0.000 0.000 0.001   
## 54 0.000 0.000 0.000 0.000 0.000   
## 55 0.000 0.000 0.000 0.000 0.000   
## 56 0.000 0.000 0.000 0.000 0.000   
## 57 0.000 0.000 0.000 0.000 0.012   
## 58 0.000 0.000 0.000 0.000 0.205   
## 59 0.000 0.000 0.000 0.000 0.004   
## 60 0.000 0.000 0.000 0.000 0.122   
## 61 0.000 0.000 0.000 0.000 0.001   
## 62 0.001 0.000 0.000 0.003 0.073   
## 63 0.012 0.000 0.004 0.007 0.020   
## 64 0.004 0.000 0.001 0.004 0.003   
## 65 0.000 0.000 0.000 0.001 0.000   
## 66 0.009 0.000 0.003 0.015 0.003   
## 67 0.002 0.000 0.001 0.007 0.005   
## 68 0.009 0.000 0.003 0.020 0.003   
## 69 0.006 0.000 0.004 0.449 0.002   
## 70 0.000 0.000 0.000 0.000 0.009   
## 71 0.001 0.000 0.004 0.001 0.000   
## 72 0.003 0.000 0.630 0.001 0.000   
## 73 0.169 0.000 0.108 0.006 0.005   
## 74 0.085 0.000 0.003 0.002 0.018   
## 75 0.033 0.000 0.001 0.000 0.003   
## 76 0.044 0.000 0.006 0.003 0.008   
## 77 0.014 0.000 0.004 0.006 0.004   
## 78 0.001 0.000 0.000 0.000 0.001   
## 79 0.002 0.005 0.001 0.002 0.001   
## 80 0.018 0.000 0.005 0.010 0.010   
## 81 0.553 0.000 0.187 0.405 0.323   
## 82 0.004 0.990 0.002 0.003 0.004   
## 83 0.017 0.003 0.005 0.030 0.010   
## 84 0.000 0.000 0.000 0.000 0.000   
## jobtechnician jobunemployed jobunknown maritalmarried maritalsingle  
## 1 0.000 0.000 0.000 0.000 0.000   
## 2 0.000 0.000 0.000 0.000 0.000   
## 3 0.002 0.000 0.000 0.000 0.001   
## 4 0.000 0.000 0.001 0.000 0.000   
## 5 0.000 0.000 0.009 0.000 0.000   
## 6 0.003 0.003 0.002 0.000 0.000   
## 7 0.004 0.007 0.001 0.000 0.000   
## 8 0.000 0.017 0.000 0.000 0.000   
## 9 0.000 0.001 0.000 0.000 0.000   
## 10 0.002 0.002 0.000 0.000 0.000   
## 11 0.001 0.001 0.000 0.000 0.001   
## 12 0.000 0.000 0.000 0.000 0.000   
## 13 0.000 0.000 0.000 0.000 0.000   
## 14 0.000 0.000 0.000 0.000 0.000   
## 15 0.000 0.000 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.000 0.000   
## 17 0.000 0.000 0.000 0.000 0.000   
## 18 0.000 0.001 0.000 0.000 0.000   
## 19 0.000 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.000 0.000   
## 22 0.000 0.000 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000 0.000   
## 26 0.000 0.000 0.000 0.000 0.000   
## 27 0.000 0.000 0.000 0.000 0.000   
## 28 0.000 0.000 0.000 0.000 0.000   
## 29 0.000 0.000 0.000 0.000 0.000   
## 30 0.000 0.000 0.000 0.000 0.000   
## 31 0.000 0.000 0.000 0.000 0.000   
## 32 0.000 0.000 0.000 0.000 0.000   
## 33 0.000 0.000 0.000 0.000 0.000   
## 34 0.000 0.000 0.000 0.000 0.000   
## 35 0.000 0.000 0.000 0.000 0.000   
## 36 0.000 0.000 0.000 0.000 0.000   
## 37 0.000 0.000 0.000 0.000 0.000   
## 38 0.000 0.000 0.000 0.000 0.000   
## 39 0.000 0.000 0.000 0.000 0.000   
## 40 0.000 0.000 0.000 0.000 0.000   
## 41 0.000 0.000 0.000 0.000 0.000   
## 42 0.000 0.000 0.000 0.000 0.000   
## 43 0.000 0.000 0.000 0.000 0.000   
## 44 0.000 0.000 0.000 0.000 0.000   
## 45 0.000 0.000 0.000 0.000 0.000   
## 46 0.000 0.000 0.000 0.000 0.000   
## 47 0.000 0.000 0.000 0.000 0.000   
## 48 0.000 0.000 0.000 0.000 0.000   
## 49 0.000 0.000 0.000 0.000 0.000   
## 50 0.000 0.000 0.000 0.000 0.000   
## 51 0.000 0.000 0.000 0.000 0.000   
## 52 0.000 0.000 0.000 0.000 0.000   
## 53 0.000 0.000 0.000 0.000 0.000   
## 54 0.000 0.000 0.000 0.000 0.000   
## 55 0.000 0.000 0.000 0.000 0.000   
## 56 0.000 0.000 0.000 0.000 0.000   
## 57 0.000 0.000 0.000 0.000 0.000   
## 58 0.000 0.000 0.000 0.000 0.000   
## 59 0.000 0.000 0.000 0.000 0.000   
## 60 0.000 0.000 0.000 0.000 0.000   
## 61 0.000 0.000 0.000 0.000 0.000   
## 62 0.002 0.001 0.000 0.000 0.002   
## 63 0.011 0.003 0.000 0.005 0.004   
## 64 0.006 0.002 0.000 0.000 0.003   
## 65 0.000 0.000 0.000 0.000 0.000   
## 66 0.012 0.006 0.000 0.000 0.006   
## 67 0.003 0.001 0.000 0.001 0.000   
## 68 0.013 0.001 0.000 0.000 0.009   
## 69 0.024 0.013 0.000 0.000 0.001   
## 70 0.046 0.072 0.000 0.006 0.004   
## 71 0.006 0.664 0.000 0.001 0.000   
## 72 0.073 0.001 0.000 0.000 0.000   
## 73 0.173 0.010 0.000 0.001 0.003   
## 74 0.028 0.002 0.000 0.006 0.008   
## 75 0.006 0.000 0.000 0.004 0.005   
## 76 0.020 0.003 0.000 0.002 0.005   
## 77 0.010 0.003 0.173 0.000 0.000   
## 78 0.001 0.000 0.781 0.000 0.000   
## 79 0.003 0.001 0.005 0.000 0.000   
## 80 0.015 0.002 0.001 0.001 0.000   
## 81 0.512 0.174 0.023 0.052 0.034   
## 82 0.004 0.001 0.000 0.004 0.005   
## 83 0.018 0.007 0.000 0.914 0.905   
## 84 0.000 0.000 0.000 0.000 0.000   
## balance\_class0 balance\_class(0, 22] balance\_class(22,131]  
## 1 0.000 0.000 0.000   
## 2 0.000 0.000 0.000   
## 3 0.000 0.000 0.000   
## 4 0.001 0.000 0.000   
## 5 0.000 0.000 0.000   
## 6 0.000 0.000 0.000   
## 7 0.000 0.000 0.000   
## 8 0.000 0.000 0.000   
## 9 0.000 0.000 0.000   
## 10 0.000 0.000 0.000   
## 11 0.001 0.000 0.000   
## 12 0.000 0.000 0.000   
## 13 0.000 0.000 0.000   
## 14 0.000 0.003 0.001   
## 15 0.006 0.003 0.004   
## 16 0.004 0.001 0.004   
## 17 0.002 0.001 0.000   
## 18 0.000 0.000 0.000   
## 19 0.003 0.001 0.004   
## 20 0.000 0.004 0.000   
## 21 0.001 0.000 0.000   
## 22 0.000 0.000 0.007   
## 23 0.004 0.002 0.008   
## 24 0.001 0.007 0.005   
## 25 0.007 0.000 0.017   
## 26 0.001 0.026 0.020   
## 27 0.000 0.041 0.011   
## 28 0.033 0.050 0.003   
## 29 0.005 0.001 0.017   
## 30 0.013 0.024 0.000   
## 31 0.008 0.024 0.000   
## 32 0.001 0.061 0.030   
## 33 0.025 0.009 0.000   
## 34 0.033 0.055 0.006   
## 35 0.004 0.002 0.036   
## 36 0.000 0.023 0.019   
## 37 0.002 0.009 0.000   
## 38 0.042 0.001 0.001   
## 39 0.004 0.026 0.020   
## 40 0.008 0.051 0.052   
## 41 0.007 0.055 0.013   
## 42 0.036 0.008 0.003   
## 43 0.003 0.056 0.000   
## 44 0.052 0.006 0.002   
## 45 0.068 0.003 0.040   
## 46 0.000 0.000 0.010   
## 47 0.011 0.058 0.000   
## 48 0.022 0.003 0.001   
## 49 0.021 0.011 0.000   
## 50 0.000 0.000 0.005   
## 51 0.009 0.002 0.025   
## 52 0.005 0.000 0.003   
## 53 0.000 0.000 0.004   
## 54 0.007 0.015 0.015   
## 55 0.000 0.002 0.001   
## 56 0.001 0.002 0.009   
## 57 0.004 0.000 0.000   
## 58 0.001 0.001 0.000   
## 59 0.000 0.000 0.001   
## 60 0.001 0.000 0.000   
## 61 0.000 0.000 0.001   
## 62 0.007 0.001 0.003   
## 63 0.000 0.000 0.000   
## 64 0.005 0.003 0.005   
## 65 0.000 0.000 0.000   
## 66 0.000 0.000 0.000   
## 67 0.016 0.009 0.021   
## 68 0.084 0.048 0.095   
## 69 0.000 0.000 0.000   
## 70 0.000 0.000 0.000   
## 71 0.000 0.000 0.001   
## 72 0.000 0.000 0.000   
## 73 0.000 0.000 0.000   
## 74 0.156 0.095 0.161   
## 75 0.239 0.167 0.271   
## 76 0.008 0.005 0.006   
## 77 0.000 0.001 0.000   
## 78 0.000 0.000 0.000   
## 79 0.000 0.000 0.000   
## 80 0.024 0.020 0.030   
## 81 0.002 0.002 0.004   
## 82 0.000 0.000 0.000   
## 83 0.001 0.001 0.001   
## 84 0.000 0.000 0.000   
## balance\_class(131,272] balance\_class(272,448] balance\_class(448,701]  
## 1 0.000 0.000 0.000   
## 2 0.000 0.000 0.000   
## 3 0.000 0.000 0.000   
## 4 0.000 0.000 0.000   
## 5 0.000 0.000 0.000   
## 6 0.000 0.000 0.000   
## 7 0.000 0.000 0.000   
## 8 0.000 0.000 0.000   
## 9 0.000 0.000 0.000   
## 10 0.000 0.000 0.000   
## 11 0.000 0.000 0.000   
## 12 0.000 0.000 0.000   
## 13 0.000 0.000 0.000   
## 14 0.000 0.000 0.000   
## 15 0.001 0.000 0.001   
## 16 0.000 0.001 0.000   
## 17 0.001 0.005 0.008   
## 18 0.001 0.000 0.000   
## 19 0.004 0.001 0.001   
## 20 0.000 0.000 0.000   
## 21 0.001 0.005 0.001   
## 22 0.004 0.003 0.001   
## 23 0.004 0.000 0.006   
## 24 0.001 0.004 0.000   
## 25 0.014 0.015 0.000   
## 26 0.000 0.025 0.002   
## 27 0.023 0.019 0.010   
## 28 0.005 0.003 0.003   
## 29 0.019 0.002 0.005   
## 30 0.031 0.012 0.001   
## 31 0.001 0.022 0.021   
## 32 0.003 0.001 0.057   
## 33 0.001 0.000 0.006   
## 34 0.001 0.020 0.012   
## 35 0.026 0.018 0.013   
## 36 0.095 0.042 0.002   
## 37 0.000 0.020 0.075   
## 38 0.000 0.002 0.005   
## 39 0.014 0.048 0.000   
## 40 0.034 0.001 0.029   
## 41 0.002 0.047 0.027   
## 42 0.003 0.006 0.021   
## 43 0.043 0.009 0.026   
## 44 0.002 0.001 0.006   
## 45 0.005 0.003 0.000   
## 46 0.022 0.001 0.000   
## 47 0.005 0.007 0.035   
## 48 0.006 0.044 0.014   
## 49 0.001 0.004 0.000   
## 50 0.000 0.000 0.000   
## 51 0.001 0.005 0.000   
## 52 0.000 0.000 0.000   
## 53 0.001 0.002 0.000   
## 54 0.016 0.001 0.000   
## 55 0.000 0.001 0.000   
## 56 0.002 0.003 0.001   
## 57 0.001 0.000 0.001   
## 58 0.000 0.000 0.000   
## 59 0.001 0.000 0.001   
## 60 0.000 0.000 0.000   
## 61 0.000 0.000 0.000   
## 62 0.005 0.006 0.007   
## 63 0.000 0.000 0.000   
## 64 0.003 0.004 0.003   
## 65 0.000 0.000 0.000   
## 66 0.000 0.000 0.001   
## 67 0.022 0.021 0.022   
## 68 0.096 0.101 0.108   
## 69 0.000 0.001 0.001   
## 70 0.000 0.000 0.000   
## 71 0.000 0.001 0.001   
## 72 0.000 0.000 0.000   
## 73 0.000 0.000 0.000   
## 74 0.163 0.161 0.156   
## 75 0.263 0.257 0.259   
## 76 0.009 0.008 0.010   
## 77 0.000 0.000 0.000   
## 78 0.000 0.000 0.000   
## 79 0.000 0.000 0.000   
## 80 0.034 0.033 0.031   
## 81 0.004 0.004 0.003   
## 82 0.000 0.000 0.000   
## 83 0.001 0.001 0.001   
## 84 0.000 0.000 0.000   
## balance\_class(701,1126] balance\_class(1126,1859]  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.000 0.000   
## 4 0.000 0.000   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.000 0.000   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.000 0.000   
## 12 0.000 0.000   
## 13 0.000 0.000   
## 14 0.000 0.001   
## 15 0.000 0.001   
## 16 0.000 0.000   
## 17 0.001 0.000   
## 18 0.000 0.000   
## 19 0.000 0.001   
## 20 0.001 0.005   
## 21 0.000 0.006   
## 22 0.000 0.001   
## 23 0.013 0.001   
## 24 0.008 0.003   
## 25 0.000 0.000   
## 26 0.004 0.007   
## 27 0.007 0.021   
## 28 0.012 0.001   
## 29 0.036 0.000   
## 30 0.011 0.047   
## 31 0.009 0.000   
## 32 0.004 0.005   
## 33 0.003 0.043   
## 34 0.074 0.023   
## 35 0.034 0.053   
## 36 0.053 0.009   
## 37 0.006 0.003   
## 38 0.014 0.033   
## 39 0.000 0.008   
## 40 0.017 0.023   
## 41 0.013 0.001   
## 42 0.001 0.025   
## 43 0.001 0.000   
## 44 0.020 0.008   
## 45 0.025 0.017   
## 46 0.003 0.001   
## 47 0.003 0.005   
## 48 0.006 0.008   
## 49 0.003 0.001   
## 50 0.002 0.000   
## 51 0.001 0.012   
## 52 0.000 0.000   
## 53 0.003 0.000   
## 54 0.002 0.008   
## 55 0.000 0.000   
## 56 0.000 0.001   
## 57 0.000 0.000   
## 58 0.000 0.001   
## 59 0.000 0.000   
## 60 0.000 0.000   
## 61 0.000 0.000   
## 62 0.006 0.008   
## 63 0.000 0.000   
## 64 0.004 0.004   
## 65 0.000 0.001   
## 66 0.000 0.000   
## 67 0.022 0.021   
## 68 0.104 0.109   
## 69 0.001 0.001   
## 70 0.000 0.000   
## 71 0.000 0.001   
## 72 0.000 0.000   
## 73 0.000 0.000   
## 74 0.160 0.161   
## 75 0.262 0.266   
## 76 0.010 0.010   
## 77 0.000 0.000   
## 78 0.000 0.000   
## 79 0.000 0.000   
## 80 0.031 0.027   
## 81 0.003 0.002   
## 82 0.000 0.000   
## 83 0.001 0.001   
## 84 0.000 0.000   
## balance\_class(1859,3574] balance\_class(3574,102127] housingyes loanyes  
## 1 0.000 0.000 0.001 0.000   
## 2 0.000 0.000 0.001 0.000   
## 3 0.000 0.001 0.001 0.001   
## 4 0.000 0.001 0.002 0.000   
## 5 0.000 0.000 0.000 0.001   
## 6 0.000 0.000 0.000 0.000   
## 7 0.000 0.000 0.000 0.002   
## 8 0.000 0.000 0.000 0.000   
## 9 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000   
## 11 0.000 0.000 0.000 0.003   
## 12 0.000 0.000 0.000 0.005   
## 13 0.000 0.001 0.000 0.033   
## 14 0.003 0.002 0.001 0.029   
## 15 0.001 0.005 0.002 0.001   
## 16 0.006 0.005 0.000 0.005   
## 17 0.004 0.006 0.001 0.001   
## 18 0.000 0.005 0.000 0.000   
## 19 0.001 0.002 0.003 0.001   
## 20 0.001 0.006 0.000 0.000   
## 21 0.001 0.004 0.001 0.001   
## 22 0.005 0.000 0.000 0.001   
## 23 0.000 0.000 0.000 0.002   
## 24 0.012 0.007 0.000 0.000   
## 25 0.010 0.015 0.000 0.000   
## 26 0.013 0.006 0.000 0.001   
## 27 0.000 0.021 0.000 0.000   
## 28 0.001 0.003 0.000 0.000   
## 29 0.000 0.019 0.000 0.000   
## 30 0.032 0.010 0.000 0.000   
## 31 0.013 0.004 0.000 0.000   
## 32 0.003 0.000 0.000 0.000   
## 33 0.000 0.001 0.000 0.000   
## 34 0.012 0.014 0.000 0.000   
## 35 0.011 0.000 0.000 0.000   
## 36 0.030 0.012 0.000 0.000   
## 37 0.016 0.001 0.000 0.000   
## 38 0.033 0.018 0.000 0.000   
## 39 0.000 0.001 0.000 0.000   
## 40 0.029 0.000 0.000 0.000   
## 41 0.004 0.000 0.000 0.000   
## 42 0.000 0.003 0.000 0.000   
## 43 0.004 0.000 0.000 0.000   
## 44 0.042 0.018 0.000 0.000   
## 45 0.001 0.028 0.000 0.000   
## 46 0.009 0.003 0.000 0.001   
## 47 0.000 0.002 0.000 0.000   
## 48 0.058 0.043 0.000 0.000   
## 49 0.001 0.015 0.001 0.000   
## 50 0.000 0.017 0.001 0.002   
## 51 0.009 0.011 0.001 0.001   
## 52 0.001 0.007 0.000 0.000   
## 53 0.000 0.020 0.004 0.001   
## 54 0.008 0.019 0.003 0.001   
## 55 0.001 0.000 0.002 0.002   
## 56 0.007 0.023 0.000 0.000   
## 57 0.000 0.001 0.002 0.000   
## 58 0.004 0.001 0.000 0.000   
## 59 0.000 0.001 0.000 0.000   
## 60 0.001 0.001 0.033 0.007   
## 61 0.000 0.000 0.409 0.143   
## 62 0.007 0.010 0.012 0.020   
## 63 0.000 0.000 0.001 0.000   
## 64 0.004 0.004 0.008 0.004   
## 65 0.001 0.001 0.093 0.255   
## 66 0.000 0.000 0.223 0.343   
## 67 0.022 0.022 0.048 0.040   
## 68 0.101 0.104 0.073 0.037   
## 69 0.000 0.001 0.001 0.001   
## 70 0.001 0.000 0.002 0.000   
## 71 0.001 0.000 0.005 0.000   
## 72 0.000 0.000 0.001 0.000   
## 73 0.000 0.001 0.001 0.000   
## 74 0.170 0.166 0.018 0.022   
## 75 0.271 0.269 0.037 0.020   
## 76 0.008 0.010 0.002 0.001   
## 77 0.000 0.000 0.000 0.000   
## 78 0.000 0.000 0.000 0.000   
## 79 0.000 0.000 0.000 0.000   
## 80 0.023 0.022 0.002 0.005   
## 81 0.002 0.002 0.001 0.001   
## 82 0.000 0.000 0.000 0.000   
## 83 0.001 0.001 0.001 0.000   
## 84 0.000 0.000 0.000 0.000   
## contacttelephone contactunknown day monthfeb monthmar monthapr  
## 1 0.001 0.001 0.001 0.000 0.000 0.000   
## 2 0.004 0.000 0.000 0.000 0.001 0.000   
## 3 0.000 0.003 0.000 0.001 0.001 0.000   
## 4 0.001 0.001 0.000 0.000 0.000 0.001   
## 5 0.000 0.001 0.000 0.000 0.000 0.000   
## 6 0.000 0.000 0.000 0.000 0.000 0.000   
## 7 0.000 0.000 0.000 0.000 0.000 0.000   
## 8 0.001 0.000 0.000 0.002 0.000 0.000   
## 9 0.000 0.000 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000 0.000 0.000   
## 11 0.000 0.001 0.000 0.000 0.000 0.000   
## 12 0.001 0.005 0.000 0.001 0.000 0.001   
## 13 0.014 0.019 0.000 0.003 0.000 0.007   
## 14 0.011 0.013 0.000 0.001 0.001 0.008   
## 15 0.008 0.000 0.000 0.001 0.000 0.026   
## 16 0.019 0.012 0.000 0.000 0.001 0.003   
## 17 0.008 0.000 0.001 0.048 0.000 0.006   
## 18 0.006 0.000 0.000 0.032 0.001 0.037   
## 19 0.001 0.003 0.000 0.000 0.001 0.009   
## 20 0.001 0.000 0.000 0.003 0.000 0.000   
## 21 0.000 0.000 0.000 0.001 0.021 0.001   
## 22 0.009 0.001 0.000 0.007 0.003 0.000   
## 23 0.038 0.000 0.000 0.001 0.006 0.000   
## 24 0.001 0.000 0.000 0.001 0.028 0.000   
## 25 0.001 0.000 0.000 0.000 0.052 0.000   
## 26 0.000 0.000 0.000 0.001 0.059 0.001   
## 27 0.003 0.000 0.000 0.001 0.012 0.000   
## 28 0.000 0.000 0.000 0.000 0.007 0.000   
## 29 0.009 0.000 0.000 0.001 0.048 0.001   
## 30 0.005 0.000 0.000 0.002 0.025 0.000   
## 31 0.000 0.000 0.000 0.001 0.002 0.000   
## 32 0.002 0.000 0.000 0.001 0.000 0.000   
## 33 0.007 0.000 0.000 0.000 0.000 0.000   
## 34 0.003 0.000 0.000 0.000 0.003 0.000   
## 35 0.000 0.000 0.000 0.000 0.027 0.000   
## 36 0.003 0.000 0.000 0.000 0.002 0.000   
## 37 0.000 0.000 0.000 0.000 0.001 0.000   
## 38 0.004 0.000 0.000 0.000 0.045 0.000   
## 39 0.001 0.001 0.000 0.000 0.006 0.000   
## 40 0.000 0.000 0.000 0.000 0.008 0.000   
## 41 0.004 0.000 0.000 0.000 0.034 0.000   
## 42 0.007 0.000 0.000 0.000 0.006 0.000   
## 43 0.001 0.000 0.000 0.000 0.007 0.001   
## 44 0.000 0.000 0.000 0.000 0.094 0.000   
## 45 0.001 0.000 0.000 0.001 0.012 0.000   
## 46 0.005 0.001 0.000 0.000 0.000 0.001   
## 47 0.015 0.000 0.000 0.001 0.126 0.000   
## 48 0.030 0.000 0.000 0.001 0.000 0.000   
## 49 0.061 0.001 0.000 0.005 0.035 0.000   
## 50 0.003 0.002 0.000 0.010 0.008 0.000   
## 51 0.003 0.002 0.000 0.001 0.013 0.000   
## 52 0.010 0.000 0.000 0.002 0.000 0.001   
## 53 0.017 0.001 0.000 0.000 0.000 0.012   
## 54 0.097 0.001 0.003 0.017 0.000 0.001   
## 55 0.407 0.002 0.001 0.002 0.000 0.013   
## 56 0.062 0.000 0.001 0.100 0.000 0.005   
## 57 0.063 0.004 0.001 0.000 0.001 0.111   
## 58 0.007 0.000 0.001 0.000 0.008 0.012   
## 59 0.019 0.000 0.000 0.040 0.014 0.030   
## 60 0.000 0.000 0.008 0.002 0.001 0.001   
## 61 0.002 0.024 0.011 0.000 0.001 0.008   
## 62 0.005 0.023 0.029 0.004 0.000 0.000   
## 63 0.001 0.000 0.000 0.000 0.000 0.000   
## 64 0.013 0.686 0.012 0.020 0.006 0.007   
## 65 0.001 0.027 0.500 0.004 0.003 0.018   
## 66 0.000 0.101 0.156 0.003 0.000 0.006   
## 67 0.001 0.000 0.038 0.000 0.000 0.002   
## 68 0.001 0.010 0.050 0.000 0.001 0.008   
## 69 0.000 0.001 0.000 0.000 0.000 0.000   
## 70 0.000 0.000 0.000 0.000 0.000 0.000   
## 71 0.000 0.000 0.000 0.001 0.000 0.000   
## 72 0.000 0.000 0.000 0.000 0.000 0.000   
## 73 0.000 0.001 0.000 0.000 0.001 0.000   
## 74 0.000 0.012 0.001 0.011 0.006 0.019   
## 75 0.000 0.016 0.003 0.039 0.016 0.060   
## 76 0.000 0.001 0.000 0.002 0.001 0.003   
## 77 0.000 0.000 0.000 0.000 0.001 0.001   
## 78 0.000 0.000 0.000 0.000 0.000 0.000   
## 79 0.000 0.000 0.000 0.003 0.001 0.003   
## 80 0.001 0.016 0.169 0.594 0.229 0.553   
## 81 0.000 0.001 0.007 0.021 0.008 0.017   
## 82 0.000 0.000 0.000 0.000 0.000 0.000   
## 83 0.000 0.000 0.001 0.003 0.001 0.002   
## 84 0.000 0.000 0.000 0.000 0.000 0.000   
## monthmay monthjun monthjul monthaug monthsep monthoct monthnov monthdec  
## 1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 2 0.000 0.000 0.000 0.000 0.001 0.002 0.000 0.001   
## 3 0.001 0.000 0.000 0.002 0.001 0.001 0.001 0.000   
## 4 0.001 0.000 0.000 0.001 0.000 0.000 0.001 0.000   
## 5 0.000 0.001 0.000 0.000 0.000 0.000 0.001 0.000   
## 6 0.000 0.000 0.000 0.001 0.000 0.000 0.001 0.000   
## 7 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 8 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000   
## 9 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 11 0.001 0.000 0.000 0.002 0.001 0.000 0.000 0.000   
## 12 0.000 0.004 0.000 0.000 0.000 0.000 0.001 0.000   
## 13 0.001 0.007 0.004 0.001 0.000 0.000 0.002 0.002   
## 14 0.001 0.003 0.000 0.001 0.002 0.002 0.005 0.003   
## 15 0.000 0.000 0.008 0.004 0.001 0.001 0.006 0.000   
## 16 0.000 0.007 0.010 0.006 0.007 0.004 0.009 0.003   
## 17 0.000 0.000 0.004 0.000 0.000 0.006 0.022 0.006   
## 18 0.000 0.000 0.000 0.001 0.000 0.000 0.008 0.019   
## 19 0.008 0.023 0.001 0.000 0.024 0.002 0.000 0.005   
## 20 0.001 0.002 0.000 0.000 0.006 0.003 0.003 0.005   
## 21 0.001 0.001 0.000 0.000 0.147 0.023 0.004 0.001   
## 22 0.000 0.000 0.002 0.003 0.001 0.003 0.002 0.206   
## 23 0.000 0.000 0.005 0.015 0.001 0.018 0.000 0.044   
## 24 0.000 0.000 0.000 0.000 0.058 0.069 0.000 0.006   
## 25 0.000 0.000 0.001 0.000 0.001 0.020 0.001 0.003   
## 26 0.000 0.000 0.001 0.001 0.001 0.000 0.001 0.009   
## 27 0.000 0.000 0.000 0.001 0.002 0.003 0.000 0.040   
## 28 0.000 0.000 0.001 0.000 0.002 0.020 0.000 0.002   
## 29 0.000 0.000 0.000 0.001 0.000 0.001 0.000 0.009   
## 30 0.000 0.000 0.001 0.000 0.003 0.003 0.001 0.012   
## 31 0.000 0.000 0.001 0.001 0.001 0.014 0.000 0.002   
## 32 0.000 0.000 0.001 0.000 0.000 0.021 0.001 0.001   
## 33 0.000 0.000 0.000 0.001 0.000 0.002 0.000 0.009   
## 34 0.000 0.000 0.000 0.000 0.003 0.012 0.000 0.000   
## 35 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.004   
## 36 0.000 0.000 0.001 0.001 0.011 0.009 0.000 0.000   
## 37 0.000 0.000 0.000 0.000 0.003 0.006 0.001 0.008   
## 38 0.000 0.000 0.000 0.000 0.005 0.001 0.000 0.000   
## 39 0.000 0.000 0.000 0.000 0.019 0.035 0.002 0.016   
## 40 0.000 0.000 0.002 0.001 0.001 0.003 0.001 0.000   
## 41 0.000 0.000 0.001 0.000 0.011 0.009 0.000 0.004   
## 42 0.000 0.000 0.001 0.000 0.003 0.003 0.000 0.002   
## 43 0.000 0.000 0.000 0.000 0.011 0.017 0.001 0.002   
## 44 0.000 0.000 0.001 0.000 0.007 0.035 0.000 0.000   
## 45 0.000 0.000 0.002 0.002 0.000 0.004 0.001 0.007   
## 46 0.000 0.000 0.001 0.000 0.037 0.071 0.000 0.007   
## 47 0.000 0.001 0.005 0.002 0.002 0.000 0.000 0.009   
## 48 0.000 0.000 0.003 0.001 0.000 0.021 0.001 0.000   
## 49 0.000 0.001 0.019 0.017 0.010 0.012 0.001 0.064   
## 50 0.000 0.000 0.002 0.009 0.006 0.001 0.003 0.223   
## 51 0.001 0.001 0.001 0.007 0.065 0.006 0.000 0.006   
## 52 0.000 0.000 0.000 0.000 0.006 0.029 0.002 0.003   
## 53 0.004 0.009 0.001 0.002 0.072 0.036 0.042 0.003   
## 54 0.004 0.033 0.004 0.001 0.027 0.007 0.002 0.024   
## 55 0.001 0.001 0.017 0.015 0.034 0.000 0.007 0.000   
## 56 0.001 0.005 0.008 0.001 0.005 0.008 0.037 0.009   
## 57 0.001 0.003 0.002 0.000 0.029 0.024 0.014 0.007   
## 58 0.000 0.002 0.001 0.002 0.000 0.001 0.009 0.002   
## 59 0.002 0.006 0.006 0.004 0.044 0.042 0.030 0.056   
## 60 0.001 0.001 0.000 0.000 0.005 0.005 0.005 0.001   
## 61 0.008 0.008 0.004 0.020 0.001 0.001 0.001 0.002   
## 62 0.000 0.000 0.002 0.021 0.000 0.001 0.001 0.000   
## 63 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 64 0.037 0.050 0.025 0.037 0.002 0.003 0.015 0.003   
## 65 0.001 0.002 0.009 0.019 0.001 0.013 0.020 0.001   
## 66 0.000 0.018 0.021 0.000 0.001 0.000 0.012 0.000   
## 67 0.007 0.000 0.007 0.001 0.000 0.000 0.003 0.000   
## 68 0.021 0.005 0.014 0.003 0.001 0.001 0.007 0.001   
## 69 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 70 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 71 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 72 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 73 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 74 0.027 0.021 0.019 0.016 0.008 0.009 0.018 0.003   
## 75 0.080 0.066 0.056 0.054 0.021 0.027 0.064 0.010   
## 76 0.005 0.003 0.003 0.003 0.001 0.001 0.003 0.000   
## 77 0.001 0.001 0.000 0.001 0.001 0.001 0.001 0.000   
## 78 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 79 0.004 0.004 0.004 0.003 0.000 0.001 0.003 0.000   
## 80 0.747 0.680 0.690 0.682 0.271 0.299 0.599 0.125   
## 81 0.025 0.025 0.023 0.023 0.009 0.013 0.020 0.004   
## 82 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 83 0.004 0.003 0.004 0.004 0.001 0.001 0.003 0.000   
## 84 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## campaign\_class2 campaign\_class3 campaign\_class4 campaign\_class5  
## 1 0.001 0.001 0.001 0.000   
## 2 0.000 0.000 0.000 0.000   
## 3 0.000 0.000 0.000 0.000   
## 4 0.000 0.000 0.000 0.000   
## 5 0.000 0.000 0.000 0.000   
## 6 0.000 0.000 0.000 0.000   
## 7 0.000 0.000 0.000 0.000   
## 8 0.000 0.000 0.000 0.000   
## 9 0.000 0.000 0.000 0.000   
## 10 0.000 0.000 0.000 0.000   
## 11 0.000 0.000 0.001 0.000   
## 12 0.000 0.000 0.000 0.000   
## 13 0.000 0.000 0.001 0.000   
## 14 0.001 0.000 0.000 0.000   
## 15 0.004 0.000 0.005 0.003   
## 16 0.001 0.001 0.010 0.001   
## 17 0.000 0.001 0.000 0.000   
## 18 0.000 0.000 0.003 0.000   
## 19 0.002 0.000 0.000 0.001   
## 20 0.001 0.002 0.001 0.003   
## 21 0.000 0.002 0.001 0.001   
## 22 0.014 0.064 0.005 0.002   
## 23 0.007 0.023 0.082 0.029   
## 24 0.000 0.003 0.005 0.000   
## 25 0.004 0.005 0.002 0.098   
## 26 0.003 0.008 0.010 0.008   
## 27 0.008 0.004 0.013 0.003   
## 28 0.010 0.016 0.001 0.107   
## 29 0.001 0.001 0.045 0.012   
## 30 0.049 0.018 0.078 0.005   
## 31 0.001 0.012 0.075 0.000   
## 32 0.013 0.116 0.001 0.034   
## 33 0.001 0.001 0.002 0.002   
## 34 0.000 0.013 0.003 0.003   
## 35 0.001 0.006 0.003 0.001   
## 36 0.002 0.010 0.000 0.024   
## 37 0.000 0.000 0.008 0.022   
## 38 0.000 0.006 0.011 0.065   
## 39 0.000 0.081 0.001 0.146   
## 40 0.033 0.033 0.101 0.004   
## 41 0.014 0.013 0.001 0.024   
## 42 0.009 0.007 0.011 0.006   
## 43 0.025 0.002 0.005 0.124   
## 44 0.000 0.001 0.034 0.001   
## 45 0.000 0.002 0.030 0.008   
## 46 0.003 0.008 0.010 0.002   
## 47 0.000 0.000 0.011 0.042   
## 48 0.034 0.006 0.020 0.002   
## 49 0.034 0.092 0.045 0.026   
## 50 0.001 0.032 0.014 0.010   
## 51 0.048 0.006 0.015 0.003   
## 52 0.008 0.003 0.002 0.003   
## 53 0.006 0.005 0.000 0.000   
## 54 0.001 0.003 0.002 0.001   
## 55 0.019 0.020 0.006 0.000   
## 56 0.002 0.000 0.000 0.000   
## 57 0.000 0.000 0.000 0.000   
## 58 0.003 0.003 0.004 0.002   
## 59 0.001 0.001 0.000 0.000   
## 60 0.250 0.149 0.108 0.058   
## 61 0.069 0.035 0.045 0.022   
## 62 0.295 0.173 0.154 0.077   
## 63 0.000 0.000 0.001 0.000   
## 64 0.001 0.000 0.000 0.000   
## 65 0.002 0.002 0.004 0.003   
## 66 0.003 0.004 0.005 0.002   
## 67 0.001 0.000 0.000 0.000   
## 68 0.003 0.001 0.001 0.000   
## 69 0.000 0.000 0.000 0.000   
## 70 0.000 0.000 0.000 0.000   
## 71 0.000 0.000 0.000 0.000   
## 72 0.000 0.000 0.000 0.000   
## 73 0.000 0.000 0.000 0.000   
## 74 0.001 0.001 0.001 0.001   
## 75 0.006 0.003 0.003 0.002   
## 76 0.000 0.000 0.000 0.000   
## 77 0.000 0.000 0.000 0.000   
## 78 0.000 0.000 0.000 0.000   
## 79 0.000 0.000 0.000 0.000   
## 80 0.000 0.000 0.001 0.002   
## 81 0.000 0.000 0.000 0.000   
## 82 0.000 0.000 0.000 0.000   
## 83 0.000 0.000 0.000 0.000   
## 84 0.000 0.000 0.000 0.000   
## campaign\_classup 5 pdays\_class(0,91] pdays\_class(91,108]  
## 1 0.001 0.000 0.000   
## 2 0.000 0.001 0.001   
## 3 0.000 0.002 0.003   
## 4 0.001 0.000 0.000   
## 5 0.000 0.000 0.000   
## 6 0.000 0.000 0.000   
## 7 0.000 0.000 0.000   
## 8 0.000 0.000 0.000   
## 9 0.000 0.000 0.000   
## 10 0.000 0.000 0.000   
## 11 0.001 0.000 0.000   
## 12 0.000 0.000 0.000   
## 13 0.001 0.000 0.000   
## 14 0.000 0.002 0.007   
## 15 0.031 0.000 0.001   
## 16 0.027 0.001 0.022   
## 17 0.004 0.007 0.010   
## 18 0.000 0.005 0.001   
## 19 0.025 0.000 0.018   
## 20 0.005 0.014 0.006   
## 21 0.000 0.005 0.120   
## 22 0.000 0.014 0.050   
## 23 0.002 0.048 0.003   
## 24 0.015 0.008 0.015   
## 25 0.000 0.111 0.019   
## 26 0.025 0.000 0.018   
## 27 0.003 0.004 0.012   
## 28 0.005 0.000 0.002   
## 29 0.007 0.002 0.005   
## 30 0.001 0.002 0.001   
## 31 0.007 0.071 0.015   
## 32 0.000 0.046 0.014   
## 33 0.000 0.005 0.005   
## 34 0.021 0.007 0.008   
## 35 0.005 0.036 0.004   
## 36 0.002 0.001 0.000   
## 37 0.001 0.082 0.017   
## 38 0.030 0.003 0.006   
## 39 0.008 0.003 0.008   
## 40 0.012 0.001 0.001   
## 41 0.029 0.001 0.023   
## 42 0.017 0.097 0.018   
## 43 0.002 0.046 0.021   
## 44 0.010 0.001 0.001   
## 45 0.084 0.000 0.004   
## 46 0.049 0.050 0.019   
## 47 0.002 0.039 0.070   
## 48 0.034 0.003 0.004   
## 49 0.014 0.014 0.002   
## 50 0.002 0.078 0.061   
## 51 0.054 0.013 0.015   
## 52 0.009 0.002 0.003   
## 53 0.010 0.052 0.054   
## 54 0.003 0.010 0.050   
## 55 0.021 0.009 0.053   
## 56 0.000 0.001 0.025   
## 57 0.000 0.000 0.061   
## 58 0.003 0.000 0.015   
## 59 0.001 0.067 0.089   
## 60 0.128 0.003 0.000   
## 61 0.053 0.001 0.001   
## 62 0.188 0.002 0.003   
## 63 0.000 0.000 0.000   
## 64 0.001 0.022 0.011   
## 65 0.018 0.001 0.000   
## 66 0.011 0.001 0.000   
## 67 0.000 0.000 0.001   
## 68 0.000 0.003 0.001   
## 69 0.000 0.000 0.000   
## 70 0.000 0.000 0.000   
## 71 0.000 0.000 0.000   
## 72 0.000 0.000 0.000   
## 73 0.000 0.000 0.000   
## 74 0.002 0.000 0.000   
## 75 0.003 0.000 0.000   
## 76 0.000 0.000 0.000   
## 77 0.000 0.000 0.000   
## 78 0.000 0.000 0.000   
## 79 0.000 0.000 0.000   
## 80 0.008 0.001 0.000   
## 81 0.000 0.000 0.000   
## 82 0.000 0.000 0.000   
## 83 0.000 0.000 0.000   
## 84 0.000 0.000 0.000   
## pdays\_class(108,159] pdays\_class(159,181] pdays\_class (181,194]  
## 1 0.000 0.000 0.000   
## 2 0.000 0.000 0.001   
## 3 0.001 0.000 0.001   
## 4 0.000 0.000 0.000   
## 5 0.001 0.000 0.000   
## 6 0.001 0.001 0.001   
## 7 0.000 0.000 0.000   
## 8 0.000 0.000 0.000   
## 9 0.000 0.000 0.000   
## 10 0.000 0.000 0.000   
## 11 0.000 0.000 0.000   
## 12 0.001 0.001 0.002   
## 13 0.012 0.001 0.002   
## 14 0.017 0.002 0.009   
## 15 0.031 0.006 0.001   
## 16 0.015 0.002 0.015   
## 17 0.029 0.010 0.002   
## 18 0.001 0.006 0.027   
## 19 0.016 0.016 0.000   
## 20 0.005 0.000 0.012   
## 21 0.000 0.119 0.003   
## 22 0.000 0.016 0.065   
## 23 0.000 0.020 0.062   
## 24 0.000 0.002 0.037   
## 25 0.005 0.014 0.038   
## 26 0.096 0.078 0.005   
## 27 0.002 0.005 0.000   
## 28 0.002 0.000 0.011   
## 29 0.016 0.032 0.015   
## 30 0.001 0.002 0.008   
## 31 0.016 0.039 0.010   
## 32 0.013 0.002 0.004   
## 33 0.017 0.020 0.002   
## 34 0.018 0.000 0.002   
## 35 0.000 0.003 0.018   
## 36 0.016 0.006 0.016   
## 37 0.017 0.033 0.006   
## 38 0.040 0.004 0.039   
## 39 0.003 0.016 0.030   
## 40 0.007 0.001 0.019   
## 41 0.053 0.001 0.002   
## 42 0.018 0.017 0.027   
## 43 0.007 0.004 0.002   
## 44 0.083 0.072 0.048   
## 45 0.002 0.001 0.002   
## 46 0.007 0.017 0.049   
## 47 0.004 0.060 0.004   
## 48 0.030 0.003 0.015   
## 49 0.006 0.001 0.046   
## 50 0.005 0.010 0.090   
## 51 0.051 0.042 0.004   
## 52 0.011 0.039 0.001   
## 53 0.003 0.164 0.003   
## 54 0.000 0.028 0.002   
## 55 0.007 0.000 0.001   
## 56 0.127 0.003 0.002   
## 57 0.000 0.000 0.040   
## 58 0.002 0.000 0.004   
## 59 0.177 0.047 0.185   
## 60 0.000 0.001 0.000   
## 61 0.000 0.003 0.001   
## 62 0.000 0.001 0.000   
## 63 0.000 0.000 0.000   
## 64 0.003 0.024 0.004   
## 65 0.001 0.000 0.001   
## 66 0.001 0.001 0.001   
## 67 0.000 0.000 0.000   
## 68 0.001 0.002 0.000   
## 69 0.000 0.000 0.000   
## 70 0.000 0.000 0.000   
## 71 0.000 0.000 0.000   
## 72 0.000 0.000 0.000   
## 73 0.000 0.000 0.000   
## 74 0.000 0.000 0.000   
## 75 0.000 0.000 0.000   
## 76 0.000 0.000 0.000   
## 77 0.000 0.000 0.000   
## 78 0.000 0.000 0.000   
## 79 0.000 0.000 0.000   
## 80 0.000 0.000 0.001   
## 81 0.000 0.000 0.000   
## 82 0.000 0.000 0.000   
## 83 0.000 0.000 0.000   
## 84 0.000 0.000 0.000   
## pdays\_class(194,258] pdays\_class(258,300] pdays\_class(300,343]  
## 1 0.000 0.000 0.000   
## 2 0.000 0.000 0.000   
## 3 0.001 0.000 0.000   
## 4 0.000 0.001 0.002   
## 5 0.000 0.000 0.000   
## 6 0.000 0.000 0.000   
## 7 0.000 0.000 0.000   
## 8 0.000 0.000 0.000   
## 9 0.000 0.000 0.000   
## 10 0.000 0.000 0.000   
## 11 0.000 0.000 0.000   
## 12 0.001 0.002 0.002   
## 13 0.011 0.002 0.008   
## 14 0.002 0.001 0.008   
## 15 0.000 0.002 0.059   
## 16 0.003 0.001 0.015   
## 17 0.106 0.072 0.019   
## 18 0.088 0.005 0.123   
## 19 0.006 0.003 0.011   
## 20 0.004 0.000 0.000   
## 21 0.000 0.005 0.007   
## 22 0.014 0.075 0.009   
## 23 0.005 0.007 0.003   
## 24 0.017 0.027 0.000   
## 25 0.021 0.019 0.007   
## 26 0.002 0.046 0.021   
## 27 0.001 0.008 0.002   
## 28 0.000 0.001 0.000   
## 29 0.004 0.019 0.003   
## 30 0.012 0.004 0.000   
## 31 0.002 0.001 0.012   
## 32 0.018 0.060 0.004   
## 33 0.001 0.001 0.002   
## 34 0.000 0.001 0.001   
## 35 0.000 0.005 0.001   
## 36 0.016 0.009 0.003   
## 37 0.000 0.060 0.002   
## 38 0.024 0.022 0.006   
## 39 0.013 0.040 0.000   
## 40 0.004 0.003 0.000   
## 41 0.037 0.049 0.027   
## 42 0.003 0.022 0.008   
## 43 0.006 0.038 0.003   
## 44 0.012 0.003 0.005   
## 45 0.003 0.017 0.002   
## 46 0.022 0.018 0.004   
## 47 0.002 0.001 0.000   
## 48 0.045 0.001 0.038   
## 49 0.001 0.012 0.000   
## 50 0.009 0.061 0.004   
## 51 0.001 0.008 0.011   
## 52 0.014 0.001 0.003   
## 53 0.001 0.004 0.034   
## 54 0.075 0.004 0.008   
## 55 0.014 0.012 0.021   
## 56 0.161 0.089 0.013   
## 57 0.003 0.020 0.335   
## 58 0.001 0.019 0.032   
## 59 0.163 0.066 0.068   
## 60 0.001 0.000 0.000   
## 61 0.006 0.010 0.005   
## 62 0.000 0.003 0.002   
## 63 0.000 0.000 0.000   
## 64 0.005 0.029 0.035   
## 65 0.003 0.000 0.002   
## 66 0.008 0.006 0.003   
## 67 0.001 0.000 0.000   
## 68 0.001 0.001 0.001   
## 69 0.000 0.000 0.001   
## 70 0.000 0.000 0.000   
## 71 0.000 0.000 0.000   
## 72 0.000 0.000 0.000   
## 73 0.000 0.000 0.000   
## 74 0.001 0.000 0.001   
## 75 0.002 0.000 0.001   
## 76 0.000 0.000 0.000   
## 77 0.000 0.000 0.000   
## 78 0.000 0.000 0.000   
## 79 0.000 0.000 0.000   
## 80 0.023 0.003 0.000   
## 81 0.001 0.000 0.000   
## 82 0.000 0.001 0.000   
## 83 0.000 0.000 0.000   
## 84 0.000 0.000 0.000   
## pdays\_class(343,362] pdays\_class(362,871]  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.000 0.000   
## 4 0.003 0.001   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.000 0.000   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.003 0.001   
## 12 0.000 0.000   
## 13 0.000 0.001   
## 14 0.000 0.000   
## 15 0.001 0.000   
## 16 0.001 0.004   
## 17 0.000 0.000   
## 18 0.003 0.000   
## 19 0.106 0.078   
## 20 0.011 0.000   
## 21 0.024 0.040   
## 22 0.007 0.020   
## 23 0.000 0.000   
## 24 0.000 0.003   
## 25 0.008 0.003   
## 26 0.001 0.029   
## 27 0.033 0.016   
## 28 0.025 0.008   
## 29 0.041 0.040   
## 30 0.055 0.081   
## 31 0.013 0.000   
## 32 0.013 0.002   
## 33 0.017 0.044   
## 34 0.015 0.091   
## 35 0.006 0.007   
## 36 0.009 0.000   
## 37 0.024 0.039   
## 38 0.056 0.000   
## 39 0.012 0.000   
## 40 0.006 0.000   
## 41 0.001 0.014   
## 42 0.004 0.047   
## 43 0.008 0.003   
## 44 0.004 0.012   
## 45 0.003 0.012   
## 46 0.044 0.013   
## 47 0.059 0.008   
## 48 0.006 0.061   
## 49 0.002 0.012   
## 50 0.001 0.000   
## 51 0.004 0.089   
## 52 0.000 0.013   
## 53 0.091 0.000   
## 54 0.078 0.066   
## 55 0.030 0.049   
## 56 0.003 0.001   
## 57 0.035 0.000   
## 58 0.001 0.001   
## 59 0.001 0.012   
## 60 0.000 0.001   
## 61 0.004 0.010   
## 62 0.005 0.001   
## 63 0.000 0.000   
## 64 0.101 0.050   
## 65 0.000 0.000   
## 66 0.008 0.006   
## 67 0.001 0.001   
## 68 0.003 0.003   
## 69 0.000 0.000   
## 70 0.000 0.000   
## 71 0.000 0.000   
## 72 0.000 0.000   
## 73 0.000 0.000   
## 74 0.003 0.001   
## 75 0.004 0.001   
## 76 0.000 0.000   
## 77 0.000 0.000   
## 78 0.000 0.000   
## 79 0.000 0.000   
## 80 0.000 0.000   
## 81 0.000 0.000   
## 82 0.000 0.000   
## 83 0.000 0.000   
## 84 0.000 0.000   
## age\_class(30,59]:maritalmarried age\_class(59,95]:maritalmarried  
## 1 0.000 0.000   
## 2 0.000 0.004   
## 3 0.000 0.000   
## 4 0.000 0.000   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.000 0.000   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.000 0.000   
## 12 0.000 0.001   
## 13 0.000 0.000   
## 14 0.000 0.000   
## 15 0.000 0.000   
## 16 0.000 0.000   
## 17 0.000 0.000   
## 18 0.000 0.000   
## 19 0.000 0.000   
## 20 0.000 0.001   
## 21 0.000 0.000   
## 22 0.000 0.000   
## 23 0.000 0.000   
## 24 0.000 0.000   
## 25 0.000 0.000   
## 26 0.000 0.000   
## 27 0.000 0.000   
## 28 0.000 0.000   
## 29 0.000 0.000   
## 30 0.000 0.000   
## 31 0.000 0.000   
## 32 0.000 0.000   
## 33 0.000 0.000   
## 34 0.000 0.000   
## 35 0.000 0.000   
## 36 0.000 0.000   
## 37 0.000 0.000   
## 38 0.000 0.000   
## 39 0.000 0.000   
## 40 0.000 0.000   
## 41 0.000 0.000   
## 42 0.000 0.000   
## 43 0.000 0.000   
## 44 0.000 0.000   
## 45 0.000 0.000   
## 46 0.000 0.000   
## 47 0.000 0.000   
## 48 0.000 0.000   
## 49 0.000 0.000   
## 50 0.000 0.000   
## 51 0.000 0.000   
## 52 0.000 0.001   
## 53 0.000 0.000   
## 54 0.000 0.000   
## 55 0.000 0.000   
## 56 0.000 0.000   
## 57 0.000 0.000   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.001 0.001   
## 61 0.000 0.000   
## 62 0.000 0.000   
## 63 0.005 0.004   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.001 0.007   
## 67 0.001 0.240   
## 68 0.005 0.057   
## 69 0.000 0.000   
## 70 0.003 0.016   
## 71 0.000 0.001   
## 72 0.000 0.000   
## 73 0.001 0.003   
## 74 0.003 0.008   
## 75 0.006 0.004   
## 76 0.002 0.002   
## 77 0.000 0.000   
## 78 0.000 0.000   
## 79 0.000 0.023   
## 80 0.003 0.003   
## 81 0.052 0.033   
## 82 0.004 0.002   
## 83 0.913 0.582   
## 84 0.000 0.000   
## age\_class(30,59]:maritalsingle age\_class(59,95]:maritalsingle  
## 1 0.000 0.000   
## 2 0.000 0.001   
## 3 0.001 0.000   
## 4 0.000 0.000   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.000 0.000   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.001 0.001   
## 12 0.000 0.002   
## 13 0.000 0.000   
## 14 0.000 0.002   
## 15 0.000 0.001   
## 16 0.001 0.002   
## 17 0.000 0.001   
## 18 0.000 0.002   
## 19 0.000 0.010   
## 20 0.000 0.199   
## 21 0.000 0.019   
## 22 0.000 0.005   
## 23 0.000 0.012   
## 24 0.000 0.001   
## 25 0.000 0.001   
## 26 0.000 0.001   
## 27 0.000 0.003   
## 28 0.000 0.003   
## 29 0.000 0.005   
## 30 0.000 0.002   
## 31 0.000 0.001   
## 32 0.000 0.000   
## 33 0.000 0.000   
## 34 0.000 0.006   
## 35 0.000 0.000   
## 36 0.000 0.000   
## 37 0.000 0.001   
## 38 0.000 0.007   
## 39 0.000 0.000   
## 40 0.000 0.001   
## 41 0.000 0.000   
## 42 0.000 0.001   
## 43 0.000 0.002   
## 44 0.000 0.005   
## 45 0.000 0.004   
## 46 0.000 0.006   
## 47 0.000 0.002   
## 48 0.000 0.005   
## 49 0.000 0.002   
## 50 0.000 0.004   
## 51 0.000 0.044   
## 52 0.000 0.268   
## 53 0.000 0.010   
## 54 0.000 0.003   
## 55 0.000 0.004   
## 56 0.000 0.001   
## 57 0.000 0.000   
## 58 0.002 0.002   
## 59 0.000 0.000   
## 60 0.005 0.001   
## 61 0.000 0.000   
## 62 0.007 0.002   
## 63 0.005 0.002   
## 64 0.002 0.000   
## 65 0.000 0.000   
## 66 0.002 0.001   
## 67 0.000 0.085   
## 68 0.000 0.030   
## 69 0.001 0.000   
## 70 0.009 0.000   
## 71 0.000 0.000   
## 72 0.000 0.000   
## 73 0.004 0.000   
## 74 0.017 0.001   
## 75 0.004 0.001   
## 76 0.005 0.001   
## 77 0.000 0.000   
## 78 0.000 0.000   
## 79 0.000 0.018   
## 80 0.001 0.000   
## 81 0.033 0.007   
## 82 0.004 0.001   
## 83 0.892 0.200   
## 84 0.000 0.000   
## age\_class(30,59]:jobblue-collar age\_class(59,95]:jobblue-collar  
## 1 0.000 0.000   
## 2 0.000 0.001   
## 3 0.003 0.000   
## 4 0.001 0.000   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.001 0.000   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.001 0.000   
## 11 0.001 0.001   
## 12 0.000 0.005   
## 13 0.000 0.003   
## 14 0.001 0.000   
## 15 0.000 0.001   
## 16 0.000 0.000   
## 17 0.000 0.001   
## 18 0.001 0.001   
## 19 0.000 0.001   
## 20 0.000 0.014   
## 21 0.000 0.006   
## 22 0.000 0.003   
## 23 0.000 0.044   
## 24 0.000 0.032   
## 25 0.000 0.000   
## 26 0.000 0.024   
## 27 0.000 0.002   
## 28 0.000 0.007   
## 29 0.000 0.002   
## 30 0.000 0.001   
## 31 0.000 0.028   
## 32 0.000 0.004   
## 33 0.000 0.014   
## 34 0.000 0.003   
## 35 0.000 0.009   
## 36 0.000 0.008   
## 37 0.000 0.007   
## 38 0.000 0.005   
## 39 0.000 0.001   
## 40 0.000 0.010   
## 41 0.000 0.000   
## 42 0.000 0.017   
## 43 0.000 0.008   
## 44 0.000 0.025   
## 45 0.000 0.046   
## 46 0.000 0.016   
## 47 0.000 0.014   
## 48 0.000 0.001   
## 49 0.000 0.000   
## 50 0.000 0.001   
## 51 0.000 0.035   
## 52 0.000 0.011   
## 53 0.000 0.000   
## 54 0.000 0.000   
## 55 0.000 0.000   
## 56 0.000 0.000   
## 57 0.000 0.000   
## 58 0.000 0.001   
## 59 0.000 0.000   
## 60 0.004 0.000   
## 61 0.000 0.000   
## 62 0.001 0.000   
## 63 0.018 0.002   
## 64 0.001 0.000   
## 65 0.000 0.000   
## 66 0.003 0.001   
## 67 0.001 0.061   
## 68 0.006 0.022   
## 69 0.006 0.001   
## 70 0.134 0.007   
## 71 0.032 0.002   
## 72 0.005 0.000   
## 73 0.000 0.000   
## 74 0.081 0.007   
## 75 0.017 0.002   
## 76 0.000 0.000   
## 77 0.011 0.011   
## 78 0.000 0.000   
## 79 0.007 0.401   
## 80 0.029 0.008   
## 81 0.609 0.056   
## 82 0.004 0.004   
## 83 0.018 0.002   
## 84 0.000 0.000   
## age\_class(30,59]:jobentrepreneur age\_class(59,95]:jobentrepreneur  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.000 0.000   
## 4 0.001 0.000   
## 5 0.004 0.000   
## 6 0.005 0.001   
## 7 0.007 0.001   
## 8 0.000 0.000   
## 9 0.001 0.000   
## 10 0.000 0.000   
## 11 0.002 0.001   
## 12 0.000 0.002   
## 13 0.000 0.001   
## 14 0.000 0.000   
## 15 0.000 0.001   
## 16 0.000 0.000   
## 17 0.000 0.001   
## 18 0.000 0.000   
## 19 0.000 0.001   
## 20 0.000 0.004   
## 21 0.000 0.000   
## 22 0.000 0.000   
## 23 0.000 0.019   
## 24 0.000 0.051   
## 25 0.000 0.003   
## 26 0.000 0.000   
## 27 0.000 0.021   
## 28 0.000 0.016   
## 29 0.000 0.150   
## 30 0.000 0.000   
## 31 0.000 0.008   
## 32 0.000 0.000   
## 33 0.000 0.036   
## 34 0.000 0.029   
## 35 0.000 0.052   
## 36 0.000 0.000   
## 37 0.000 0.012   
## 38 0.000 0.042   
## 39 0.000 0.000   
## 40 0.000 0.002   
## 41 0.000 0.002   
## 42 0.000 0.000   
## 43 0.000 0.001   
## 44 0.000 0.003   
## 45 0.000 0.027   
## 46 0.000 0.093   
## 47 0.000 0.003   
## 48 0.000 0.006   
## 49 0.000 0.004   
## 50 0.000 0.020   
## 51 0.000 0.002   
## 52 0.000 0.001   
## 53 0.000 0.000   
## 54 0.000 0.000   
## 55 0.000 0.012   
## 56 0.000 0.000   
## 57 0.000 0.001   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.001 0.000   
## 61 0.000 0.000   
## 62 0.000 0.000   
## 63 0.004 0.000   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.001 0.000   
## 67 0.001 0.015   
## 68 0.002 0.006   
## 69 0.000 0.000   
## 70 0.001 0.000   
## 71 0.000 0.000   
## 72 0.000 0.000   
## 73 0.000 0.000   
## 74 0.024 0.004   
## 75 0.098 0.015   
## 76 0.659 0.102   
## 77 0.005 0.006   
## 78 0.000 0.000   
## 79 0.002 0.185   
## 80 0.008 0.005   
## 81 0.167 0.028   
## 82 0.001 0.002   
## 83 0.005 0.001   
## 84 0.000 0.000   
## age\_class(30,59]:jobhousemaid age\_class(59,95]:jobhousemaid  
## 1 0.000 0.000   
## 2 0.000 0.001   
## 3 0.000 0.000   
## 4 0.005 0.001   
## 5 0.000 0.000   
## 6 0.004 0.002   
## 7 0.000 0.000   
## 8 0.001 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.001 0.002   
## 12 0.000 0.003   
## 13 0.000 0.000   
## 14 0.000 0.000   
## 15 0.000 0.000   
## 16 0.000 0.000   
## 17 0.000 0.000   
## 18 0.000 0.000   
## 19 0.000 0.000   
## 20 0.000 0.001   
## 21 0.000 0.002   
## 22 0.000 0.001   
## 23 0.000 0.002   
## 24 0.000 0.002   
## 25 0.000 0.005   
## 26 0.000 0.000   
## 27 0.001 0.045   
## 28 0.001 0.028   
## 29 0.000 0.001   
## 30 0.000 0.000   
## 31 0.000 0.027   
## 32 0.000 0.011   
## 33 0.000 0.001   
## 34 0.000 0.001   
## 35 0.000 0.000   
## 36 0.000 0.000   
## 37 0.001 0.040   
## 38 0.000 0.002   
## 39 0.000 0.002   
## 40 0.000 0.002   
## 41 0.000 0.015   
## 42 0.000 0.002   
## 43 0.000 0.018   
## 44 0.000 0.000   
## 45 0.000 0.001   
## 46 0.000 0.004   
## 47 0.000 0.007   
## 48 0.000 0.010   
## 49 0.000 0.001   
## 50 0.000 0.001   
## 51 0.000 0.000   
## 52 0.000 0.000   
## 53 0.000 0.003   
## 54 0.000 0.001   
## 55 0.000 0.000   
## 56 0.000 0.001   
## 57 0.000 0.000   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.000 0.000   
## 61 0.000 0.000   
## 62 0.000 0.000   
## 63 0.002 0.000   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.001 0.000   
## 67 0.001 0.020   
## 68 0.001 0.009   
## 69 0.000 0.000   
## 70 0.000 0.000   
## 71 0.000 0.000   
## 72 0.000 0.000   
## 73 0.000 0.000   
## 74 0.000 0.000   
## 75 0.001 0.000   
## 76 0.000 0.000   
## 77 0.654 0.212   
## 78 0.175 0.084   
## 79 0.002 0.346   
## 80 0.013 0.013   
## 81 0.131 0.059   
## 82 0.001 0.003   
## 83 0.003 0.002   
## 84 0.000 0.000   
## age\_class(30,59]:jobmanagement age\_class(59,95]:jobmanagement  
## 1 0.000 0.000   
## 2 0.000 0.001   
## 3 0.001 0.000   
## 4 0.000 0.000   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.001 0.000   
## 8 0.004 0.000   
## 9 0.001 0.000   
## 10 0.000 0.000   
## 11 0.000 0.000   
## 12 0.000 0.007   
## 13 0.000 0.002   
## 14 0.001 0.001   
## 15 0.000 0.001   
## 16 0.000 0.001   
## 17 0.000 0.000   
## 18 0.000 0.001   
## 19 0.000 0.002   
## 20 0.000 0.000   
## 21 0.000 0.003   
## 22 0.000 0.002   
## 23 0.000 0.000   
## 24 0.000 0.002   
## 25 0.000 0.004   
## 26 0.000 0.006   
## 27 0.000 0.001   
## 28 0.000 0.008   
## 29 0.000 0.003   
## 30 0.000 0.000   
## 31 0.000 0.004   
## 32 0.000 0.002   
## 33 0.000 0.051   
## 34 0.000 0.003   
## 35 0.000 0.013   
## 36 0.000 0.008   
## 37 0.000 0.011   
## 38 0.000 0.000   
## 39 0.000 0.016   
## 40 0.000 0.000   
## 41 0.000 0.027   
## 42 0.000 0.032   
## 43 0.000 0.001   
## 44 0.000 0.000   
## 45 0.000 0.000   
## 46 0.000 0.001   
## 47 0.000 0.000   
## 48 0.000 0.000   
## 49 0.000 0.002   
## 50 0.000 0.001   
## 51 0.000 0.001   
## 52 0.000 0.001   
## 53 0.000 0.002   
## 54 0.000 0.000   
## 55 0.000 0.000   
## 56 0.000 0.000   
## 57 0.000 0.000   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.004 0.000   
## 61 0.000 0.000   
## 62 0.002 0.000   
## 63 0.015 0.002   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.001 0.002   
## 67 0.004 0.059   
## 68 0.003 0.022   
## 69 0.004 0.001   
## 70 0.004 0.002   
## 71 0.000 0.000   
## 72 0.003 0.000   
## 73 0.170 0.021   
## 74 0.042 0.005   
## 75 0.043 0.004   
## 76 0.042 0.005   
## 77 0.014 0.016   
## 78 0.001 0.000   
## 79 0.007 0.541   
## 80 0.031 0.013   
## 81 0.574 0.073   
## 82 0.004 0.006   
## 83 0.019 0.003   
## 84 0.000 0.000   
## age\_class(30,59]:jobretired age\_class(59,95]:jobretired  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.000 0.000   
## 4 0.000 0.000   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.000 0.000   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.000 0.000   
## 12 0.001 0.000   
## 13 0.000 0.000   
## 14 0.000 0.000   
## 15 0.000 0.000   
## 16 0.000 0.000   
## 17 0.000 0.000   
## 18 0.000 0.000   
## 19 0.000 0.000   
## 20 0.000 0.000   
## 21 0.000 0.000   
## 22 0.000 0.000   
## 23 0.000 0.000   
## 24 0.000 0.000   
## 25 0.000 0.000   
## 26 0.000 0.000   
## 27 0.000 0.000   
## 28 0.000 0.000   
## 29 0.000 0.000   
## 30 0.000 0.000   
## 31 0.000 0.000   
## 32 0.000 0.000   
## 33 0.000 0.000   
## 34 0.000 0.000   
## 35 0.000 0.000   
## 36 0.000 0.000   
## 37 0.000 0.000   
## 38 0.000 0.000   
## 39 0.000 0.000   
## 40 0.000 0.000   
## 41 0.000 0.000   
## 42 0.000 0.000   
## 43 0.000 0.000   
## 44 0.000 0.000   
## 45 0.000 0.000   
## 46 0.000 0.000   
## 47 0.000 0.000   
## 48 0.000 0.000   
## 49 0.000 0.000   
## 50 0.000 0.000   
## 51 0.000 0.000   
## 52 0.000 0.000   
## 53 0.000 0.000   
## 54 0.000 0.000   
## 55 0.000 0.000   
## 56 0.000 0.000   
## 57 0.000 0.000   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.000 0.000   
## 61 0.000 0.000   
## 62 0.000 0.000   
## 63 0.000 0.000   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.000 0.000   
## 67 0.001 0.003   
## 68 0.000 0.001   
## 69 0.000 0.000   
## 70 0.000 0.000   
## 71 0.000 0.000   
## 72 0.000 0.000   
## 73 0.000 0.000   
## 74 0.000 0.000   
## 75 0.000 0.000   
## 76 0.000 0.000   
## 77 0.000 0.001   
## 78 0.000 0.000   
## 79 0.005 0.038   
## 80 0.000 0.000   
## 81 0.000 0.000   
## 82 0.987 0.951   
## 83 0.003 0.004   
## 84 0.000 0.000   
## age\_class(30,59]:jobself-employed age\_class(59,95]:jobself-employed  
## 1 0.000 0.000   
## 2 0.000 0.001   
## 3 0.000 0.000   
## 4 0.001 0.000   
## 5 0.000 0.000   
## 6 0.001 0.000   
## 7 0.001 0.000   
## 8 0.000 0.000   
## 9 0.025 0.004   
## 10 0.000 0.000   
## 11 0.000 0.000   
## 12 0.000 0.004   
## 13 0.000 0.001   
## 14 0.000 0.001   
## 15 0.000 0.000   
## 16 0.000 0.000   
## 17 0.000 0.002   
## 18 0.000 0.000   
## 19 0.000 0.006   
## 20 0.001 0.078   
## 21 0.000 0.000   
## 22 0.000 0.000   
## 23 0.000 0.000   
## 24 0.000 0.000   
## 25 0.000 0.059   
## 26 0.000 0.002   
## 27 0.000 0.003   
## 28 0.000 0.024   
## 29 0.000 0.005   
## 30 0.000 0.005   
## 31 0.000 0.000   
## 32 0.000 0.011   
## 33 0.000 0.035   
## 34 0.000 0.011   
## 35 0.000 0.020   
## 36 0.000 0.000   
## 37 0.000 0.014   
## 38 0.000 0.005   
## 39 0.000 0.028   
## 40 0.000 0.018   
## 41 0.000 0.004   
## 42 0.000 0.042   
## 43 0.000 0.001   
## 44 0.000 0.000   
## 45 0.000 0.018   
## 46 0.000 0.000   
## 47 0.000 0.006   
## 48 0.000 0.004   
## 49 0.000 0.006   
## 50 0.000 0.007   
## 51 0.000 0.006   
## 52 0.001 0.106   
## 53 0.000 0.004   
## 54 0.000 0.000   
## 55 0.000 0.003   
## 56 0.000 0.000   
## 57 0.000 0.002   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.001 0.000   
## 61 0.000 0.000   
## 62 0.001 0.000   
## 63 0.006 0.001   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.000 0.001   
## 67 0.002 0.026   
## 68 0.001 0.009   
## 69 0.003 0.001   
## 70 0.001 0.001   
## 71 0.003 0.000   
## 72 0.621 0.096   
## 73 0.103 0.015   
## 74 0.000 0.000   
## 75 0.002 0.000   
## 76 0.005 0.001   
## 77 0.004 0.007   
## 78 0.000 0.000   
## 79 0.002 0.249   
## 80 0.009 0.006   
## 81 0.196 0.033   
## 82 0.001 0.003   
## 83 0.006 0.001   
## 84 0.000 0.000   
## age\_class(30,59]:jobservices age\_class(59,95]:jobservices  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.000 0.000   
## 4 0.001 0.000   
## 5 0.000 0.000   
## 6 0.000 0.000   
## 7 0.000 0.000   
## 8 0.002 0.000   
## 9 0.000 0.000   
## 10 0.017 0.001   
## 11 0.001 0.000   
## 12 0.000 0.003   
## 13 0.001 0.002   
## 14 0.002 0.000   
## 15 0.000 0.000   
## 16 0.000 0.000   
## 17 0.000 0.000   
## 18 0.000 0.002   
## 19 0.000 0.000   
## 20 0.000 0.067   
## 21 0.000 0.014   
## 22 0.000 0.020   
## 23 0.000 0.000   
## 24 0.000 0.049   
## 25 0.000 0.020   
## 26 0.000 0.017   
## 27 0.000 0.000   
## 28 0.000 0.000   
## 29 0.000 0.002   
## 30 0.000 0.001   
## 31 0.000 0.017   
## 32 0.000 0.065   
## 33 0.000 0.007   
## 34 0.000 0.039   
## 35 0.000 0.008   
## 36 0.000 0.001   
## 37 0.000 0.019   
## 38 0.000 0.056   
## 39 0.000 0.030   
## 40 0.000 0.025   
## 41 0.000 0.000   
## 42 0.000 0.047   
## 43 0.000 0.002   
## 44 0.000 0.010   
## 45 0.000 0.014   
## 46 0.000 0.039   
## 47 0.000 0.004   
## 48 0.000 0.009   
## 49 0.000 0.007   
## 50 0.000 0.009   
## 51 0.000 0.003   
## 52 0.000 0.089   
## 53 0.000 0.000   
## 54 0.000 0.005   
## 55 0.000 0.010   
## 56 0.000 0.001   
## 57 0.000 0.000   
## 58 0.001 0.000   
## 59 0.000 0.001   
## 60 0.005 0.000   
## 61 0.000 0.000   
## 62 0.004 0.000   
## 63 0.014 0.001   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.000 0.002   
## 67 0.000 0.027   
## 68 0.000 0.006   
## 69 0.461 0.023   
## 70 0.001 0.000   
## 71 0.003 0.000   
## 72 0.001 0.000   
## 73 0.004 0.000   
## 74 0.001 0.000   
## 75 0.000 0.000   
## 76 0.003 0.000   
## 77 0.006 0.005   
## 78 0.000 0.000   
## 79 0.005 0.186   
## 80 0.020 0.004   
## 81 0.410 0.023   
## 82 0.003 0.002   
## 83 0.030 0.002   
## 84 0.000 0.000   
## age\_class(30,59]:jobstudent age\_class(30,59]:jobtechnician  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.003 0.001   
## 4 0.001 0.000   
## 5 0.000 0.000   
## 6 0.000 0.002   
## 7 0.000 0.004   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.000 0.002   
## 11 0.018 0.002   
## 12 0.008 0.000   
## 13 0.011 0.000   
## 14 0.016 0.000   
## 15 0.079 0.000   
## 16 0.040 0.000   
## 17 0.002 0.000   
## 18 0.032 0.000   
## 19 0.001 0.000   
## 20 0.002 0.000   
## 21 0.013 0.000   
## 22 0.000 0.000   
## 23 0.000 0.000   
## 24 0.000 0.000   
## 25 0.002 0.000   
## 26 0.000 0.000   
## 27 0.002 0.000   
## 28 0.000 0.000   
## 29 0.000 0.000   
## 30 0.000 0.000   
## 31 0.002 0.000   
## 32 0.000 0.000   
## 33 0.000 0.000   
## 34 0.000 0.000   
## 35 0.000 0.000   
## 36 0.000 0.000   
## 37 0.000 0.000   
## 38 0.001 0.000   
## 39 0.000 0.000   
## 40 0.000 0.000   
## 41 0.007 0.000   
## 42 0.001 0.000   
## 43 0.000 0.000   
## 44 0.000 0.000   
## 45 0.000 0.000   
## 46 0.000 0.000   
## 47 0.005 0.000   
## 48 0.000 0.000   
## 49 0.001 0.000   
## 50 0.005 0.000   
## 51 0.008 0.000   
## 52 0.002 0.000   
## 53 0.001 0.000   
## 54 0.003 0.000   
## 55 0.001 0.000   
## 56 0.000 0.000   
## 57 0.043 0.000   
## 58 0.397 0.000   
## 59 0.004 0.000   
## 60 0.077 0.004   
## 61 0.001 0.000   
## 62 0.051 0.003   
## 63 0.002 0.015   
## 64 0.006 0.000   
## 65 0.000 0.000   
## 66 0.008 0.001   
## 67 0.000 0.002   
## 68 0.002 0.001   
## 69 0.001 0.020   
## 70 0.001 0.073   
## 71 0.000 0.003   
## 72 0.000 0.069   
## 73 0.002 0.160   
## 74 0.002 0.007   
## 75 0.003 0.011   
## 76 0.003 0.019   
## 77 0.001 0.010   
## 78 0.000 0.001   
## 79 0.001 0.007   
## 80 0.005 0.025   
## 81 0.112 0.528   
## 82 0.001 0.004   
## 83 0.004 0.020   
## 84 0.000 0.000   
## age\_class(59,95]:jobtechnician age\_class(30,59]:jobunemployed  
## 1 0.000 0.000   
## 2 0.001 0.000   
## 3 0.000 0.000   
## 4 0.000 0.000   
## 5 0.000 0.000   
## 6 0.000 0.003   
## 7 0.000 0.007   
## 8 0.000 0.017   
## 9 0.000 0.001   
## 10 0.000 0.002   
## 11 0.000 0.001   
## 12 0.006 0.000   
## 13 0.002 0.000   
## 14 0.000 0.000   
## 15 0.001 0.000   
## 16 0.000 0.000   
## 17 0.001 0.000   
## 18 0.000 0.001   
## 19 0.002 0.000   
## 20 0.007 0.000   
## 21 0.001 0.000   
## 22 0.000 0.000   
## 23 0.006 0.000   
## 24 0.000 0.000   
## 25 0.022 0.000   
## 26 0.020 0.000   
## 27 0.000 0.000   
## 28 0.071 0.000   
## 29 0.008 0.000   
## 30 0.001 0.000   
## 31 0.004 0.000   
## 32 0.000 0.000   
## 33 0.098 0.000   
## 34 0.004 0.000   
## 35 0.005 0.000   
## 36 0.005 0.000   
## 37 0.002 0.000   
## 38 0.014 0.000   
## 39 0.000 0.000   
## 40 0.010 0.000   
## 41 0.004 0.000   
## 42 0.006 0.000   
## 43 0.000 0.000   
## 44 0.002 0.000   
## 45 0.045 0.000   
## 46 0.001 0.000   
## 47 0.012 0.000   
## 48 0.007 0.000   
## 49 0.000 0.000   
## 50 0.022 0.000   
## 51 0.000 0.000   
## 52 0.016 0.000   
## 53 0.000 0.000   
## 54 0.000 0.000   
## 55 0.001 0.000   
## 56 0.000 0.000   
## 57 0.000 0.000   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.000 0.001   
## 61 0.000 0.000   
## 62 0.001 0.001   
## 63 0.001 0.006   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.002 0.000   
## 67 0.044 0.001   
## 68 0.012 0.003   
## 69 0.002 0.011   
## 70 0.010 0.054   
## 71 0.000 0.672   
## 72 0.006 0.001   
## 73 0.014 0.009   
## 74 0.000 0.000   
## 75 0.001 0.001   
## 76 0.002 0.003   
## 77 0.012 0.003   
## 78 0.000 0.000   
## 79 0.414 0.002   
## 80 0.009 0.008   
## 81 0.053 0.179   
## 82 0.005 0.001   
## 83 0.003 0.007   
## 84 0.000 0.000   
## age\_class(59,95]:jobunemployed age\_class(30,59]:jobunknown  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.000 0.000   
## 4 0.000 0.001   
## 5 0.000 0.009   
## 6 0.000 0.002   
## 7 0.001 0.001   
## 8 0.002 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.000 0.000   
## 12 0.002 0.000   
## 13 0.001 0.000   
## 14 0.000 0.000   
## 15 0.001 0.000   
## 16 0.000 0.000   
## 17 0.002 0.000   
## 18 0.000 0.000   
## 19 0.000 0.000   
## 20 0.015 0.000   
## 21 0.016 0.000   
## 22 0.009 0.000   
## 23 0.003 0.000   
## 24 0.127 0.000   
## 25 0.003 0.000   
## 26 0.005 0.000   
## 27 0.000 0.001   
## 28 0.001 0.001   
## 29 0.036 0.000   
## 30 0.059 0.000   
## 31 0.031 0.001   
## 32 0.001 0.000   
## 33 0.022 0.000   
## 34 0.004 0.000   
## 35 0.050 0.000   
## 36 0.001 0.001   
## 37 0.000 0.000   
## 38 0.005 0.000   
## 39 0.000 0.000   
## 40 0.007 0.000   
## 41 0.015 0.000   
## 42 0.052 0.000   
## 43 0.065 0.001   
## 44 0.011 0.000   
## 45 0.004 0.000   
## 46 0.068 0.000   
## 47 0.001 0.000   
## 48 0.016 0.000   
## 49 0.010 0.000   
## 50 0.003 0.000   
## 51 0.039 0.000   
## 52 0.021 0.000   
## 53 0.005 0.000   
## 54 0.003 0.000   
## 55 0.001 0.000   
## 56 0.001 0.000   
## 57 0.000 0.000   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.000 0.000   
## 61 0.000 0.000   
## 62 0.000 0.000   
## 63 0.000 0.001   
## 64 0.000 0.000   
## 65 0.000 0.000   
## 66 0.000 0.000   
## 67 0.006 0.000   
## 68 0.004 0.000   
## 69 0.001 0.000   
## 70 0.005 0.000   
## 71 0.068 0.000   
## 72 0.000 0.000   
## 73 0.001 0.000   
## 74 0.000 0.000   
## 75 0.000 0.000   
## 76 0.000 0.000   
## 77 0.004 0.171   
## 78 0.000 0.773   
## 79 0.164 0.004   
## 80 0.002 0.002   
## 81 0.020 0.026   
## 82 0.002 0.000   
## 83 0.001 0.000   
## 84 0.000 0.000   
## age\_class(59,95]:jobunknown housingyes:loanyes  
## 1 0.000 0.000   
## 2 0.000 0.000   
## 3 0.000 0.002   
## 4 0.000 0.001   
## 5 0.006 0.001   
## 6 0.001 0.000   
## 7 0.001 0.001   
## 8 0.000 0.000   
## 9 0.000 0.000   
## 10 0.000 0.000   
## 11 0.000 0.002   
## 12 0.002 0.007   
## 13 0.000 0.031   
## 14 0.000 0.033   
## 15 0.000 0.000   
## 16 0.000 0.013   
## 17 0.000 0.000   
## 18 0.000 0.001   
## 19 0.001 0.000   
## 20 0.002 0.000   
## 21 0.001 0.000   
## 22 0.001 0.001   
## 23 0.001 0.002   
## 24 0.001 0.000   
## 25 0.006 0.000   
## 26 0.000 0.002   
## 27 0.050 0.000   
## 28 0.019 0.000   
## 29 0.000 0.000   
## 30 0.000 0.000   
## 31 0.022 0.000   
## 32 0.003 0.000   
## 33 0.001 0.000   
## 34 0.012 0.000   
## 35 0.013 0.000   
## 36 0.032 0.000   
## 37 0.001 0.000   
## 38 0.003 0.000   
## 39 0.001 0.001   
## 40 0.008 0.000   
## 41 0.002 0.000   
## 42 0.001 0.000   
## 43 0.036 0.000   
## 44 0.008 0.000   
## 45 0.000 0.000   
## 46 0.001 0.001   
## 47 0.015 0.000   
## 48 0.000 0.003   
## 49 0.001 0.002   
## 50 0.002 0.003   
## 51 0.004 0.000   
## 52 0.002 0.000   
## 53 0.001 0.000   
## 54 0.003 0.000   
## 55 0.002 0.004   
## 56 0.000 0.000   
## 57 0.000 0.001   
## 58 0.000 0.000   
## 59 0.000 0.000   
## 60 0.000 0.001   
## 61 0.000 0.079   
## 62 0.000 0.024   
## 63 0.000 0.000   
## 64 0.000 0.002   
## 65 0.000 0.281   
## 66 0.000 0.376   
## 67 0.008 0.048   
## 68 0.003 0.047   
## 69 0.000 0.000   
## 70 0.000 0.000   
## 71 0.000 0.000   
## 72 0.000 0.000   
## 73 0.000 0.000   
## 74 0.000 0.012   
## 75 0.000 0.007   
## 76 0.000 0.000   
## 77 0.086 0.000   
## 78 0.479 0.000   
## 79 0.134 0.000   
## 80 0.004 0.002   
## 81 0.018 0.000   
## 82 0.001 0.000   
## 83 0.000 0.000   
## 84 0.000 0.000

str(cd\_glm3)

## List of 2  
## $ condindx: num [1:84, 1] 1 1.79 2.18 2.3 2.35 ...  
## ..- attr(\*, "dimnames")=List of 2  
## .. ..$ : chr [1:84] "1" "2" "3" "4" ...  
## .. ..$ : chr "cond.index"  
## $ pi : num [1:84, 1:84] 7.31e-29 2.74e-31 4.18e-30 3.39e-33 1.55e-31 ...  
## ..- attr(\*, "dimnames")=List of 2  
## .. ..$ : NULL  
## .. ..$ : chr [1:84] "intercept" "(Intercept)" "age\_class(30,59]" "age\_class(59,95]" ...  
## - attr(\*, "class")= chr "colldiag"

cd\_glm3$condindx

## cond.index  
## 1 1.000000e+00  
## 2 1.789515e+00  
## 3 2.181894e+00  
## 4 2.296165e+00  
## 5 2.354608e+00  
## 6 2.363883e+00  
## 7 2.377211e+00  
## 8 2.381974e+00  
## 9 2.391799e+00  
## 10 2.400481e+00  
## 11 2.468612e+00  
## 12 2.617628e+00  
## 13 2.682576e+00  
## 14 2.732472e+00  
## 15 2.870568e+00  
## 16 2.889884e+00  
## 17 2.957410e+00  
## 18 3.002480e+00  
## 19 3.056936e+00  
## 20 3.107204e+00  
## 21 3.134529e+00  
## 22 3.171475e+00  
## 23 3.204103e+00  
## 24 3.222173e+00  
## 25 3.246461e+00  
## 26 3.256548e+00  
## 27 3.267813e+00  
## 28 3.277267e+00  
## 29 3.282390e+00  
## 30 3.294698e+00  
## 31 3.299548e+00  
## 32 3.303846e+00  
## 33 3.306235e+00  
## 34 3.322885e+00  
## 35 3.329004e+00  
## 36 3.334080e+00  
## 37 3.341807e+00  
## 38 3.349562e+00  
## 39 3.352161e+00  
## 40 3.357231e+00  
## 41 3.369581e+00  
## 42 3.371978e+00  
## 43 3.377670e+00  
## 44 3.387251e+00  
## 45 3.390649e+00  
## 46 3.417144e+00  
## 47 3.418099e+00  
## 48 3.462188e+00  
## 49 3.492990e+00  
## 50 3.528046e+00  
## 51 3.560756e+00  
## 52 3.605813e+00  
## 53 3.629544e+00  
## 54 3.682083e+00  
## 55 3.774488e+00  
## 56 3.844529e+00  
## 57 3.936360e+00  
## 58 4.155323e+00  
## 59 4.421838e+00  
## 60 5.382526e+00  
## 61 5.940469e+00  
## 62 6.141414e+00  
## 63 7.088394e+00  
## 64 7.647210e+00  
## 65 8.060835e+00  
## 66 8.774655e+00  
## 67 9.306574e+00  
## 68 9.860487e+00  
## 69 1.064772e+01  
## 70 1.151717e+01  
## 71 1.155937e+01  
## 72 1.216698e+01  
## 73 1.251642e+01  
## 74 1.335764e+01  
## 75 1.408691e+01  
## 76 1.475581e+01  
## 77 1.962279e+01  
## 78 2.000784e+01  
## 79 2.156144e+01  
## 80 2.577979e+01  
## 81 3.701020e+01  
## 82 8.711488e+01  
## 83 9.881955e+01  
## 84 4.900691e+13

cd\_glm3$pi[84,]

## intercept (Intercept)   
## 1.000000e+00 1.000000e+00   
## age\_class(30,59] age\_class(59,95]   
## 1.039113e-06 1.724463e-08   
## jobblue-collar jobentrepreneur   
## 3.943160e-08 2.310550e-07   
## jobhousemaid jobmanagement   
## 8.507849e-07 2.356277e-07   
## jobretired jobself-employed   
## 7.055445e-08 1.939683e-08   
## jobservices jobstudent   
## 7.022890e-08 1.832415e-06   
## jobtechnician jobunemployed   
## 1.649856e-06 2.677416e-07   
## jobunknown maritalmarried   
## 3.604179e-08 1.114333e-06   
## maritalsingle balance\_class0   
## 1.961923e-06 8.230303e-08   
## balance\_class(0, 22] balance\_class(22,131]   
## 4.485925e-07 7.371929e-08   
## balance\_class(131,272] balance\_class(272,448]   
## 1.491661e-06 7.440619e-08   
## balance\_class(448,701] balance\_class(701,1126]   
## 2.037225e-04 2.647905e-06   
## balance\_class(1126,1859] balance\_class(1859,3574]   
## 3.547441e-06 1.457376e-06   
## balance\_class(3574,102127] housingyes   
## 6.407064e-07 3.061858e-05   
## loanyes contacttelephone   
## 9.270420e-07 1.292008e-06   
## contactunknown day   
## 2.733970e-05 2.169756e-06   
## monthfeb monthmar   
## 1.494454e-07 2.423893e-07   
## monthapr monthmay   
## 1.155032e-06 2.053865e-06   
## monthjun monthjul   
## 3.942451e-06 1.363788e-07   
## monthaug monthsep   
## 1.240670e-07 2.476967e-06   
## monthoct monthnov   
## 6.372919e-09 8.870239e-08   
## monthdec campaign\_class2   
## 1.906091e-07 4.446128e-05   
## campaign\_class3 campaign\_class4   
## 9.772642e-07 2.702220e-06   
## campaign\_class5 campaign\_classup 5   
## 1.058966e-06 1.862475e-07   
## pdays\_class(0,91] pdays\_class(91,108]   
## 6.258428e-07 5.458471e-07   
## pdays\_class(108,159] pdays\_class(159,181]   
## 1.558051e-06 4.127223e-06   
## pdays\_class (181,194] pdays\_class(194,258]   
## 3.202125e-06 8.741196e-07   
## pdays\_class(258,300] pdays\_class(300,343]   
## 1.393608e-07 2.772451e-07   
## pdays\_class(343,362] pdays\_class(362,871]   
## 3.046105e-06 2.284353e-07   
## age\_class(30,59]:maritalmarried age\_class(59,95]:maritalmarried   
## 3.296207e-07 4.740537e-07   
## age\_class(30,59]:maritalsingle age\_class(59,95]:maritalsingle   
## 2.075522e-06 4.976069e-07   
## age\_class(30,59]:jobblue-collar age\_class(59,95]:jobblue-collar   
## 1.238150e-05 1.625063e-08   
## age\_class(30,59]:jobentrepreneur age\_class(59,95]:jobentrepreneur   
## 1.198770e-07 2.755437e-07   
## age\_class(30,59]:jobhousemaid age\_class(59,95]:jobhousemaid   
## 7.161805e-10 2.926827e-09   
## age\_class(30,59]:jobmanagement age\_class(59,95]:jobmanagement   
## 4.704003e-07 3.372208e-08   
## age\_class(30,59]:jobretired age\_class(59,95]:jobretired   
## 1.039601e-07 1.146078e-07   
## age\_class(30,59]:jobself-employed age\_class(59,95]:jobself-employed   
## 2.890912e-08 6.329360e-08   
## age\_class(30,59]:jobservices age\_class(59,95]:jobservices   
## 2.740443e-07 1.253590e-08   
## age\_class(30,59]:jobstudent age\_class(30,59]:jobtechnician   
## 4.651868e-07 1.102115e-09   
## age\_class(59,95]:jobtechnician age\_class(30,59]:jobunemployed   
## 2.068477e-08 3.764847e-07   
## age\_class(59,95]:jobunemployed age\_class(30,59]:jobunknown   
## 1.082157e-08 1.278418e-08   
## age\_class(59,95]:jobunknown housingyes:loanyes   
## 2.320721e-08 9.550273e-05

Pdays e previous\_class danno un problema di multicollinearità. Tolgo previous class eil problema non c'è più.

## Bontà adattamento modello

hl\_glm3 <- hoslem.test(training\_set\_vsa$y =="yes", fitted(glm3\_vsa), g=10)  
hl\_glm3

##   
## Hosmer and Lemeshow goodness of fit (GOF) test  
##   
## data: training\_set\_vsa$y == "yes", fitted(glm3\_vsa)  
## X-squared = 77.4549, df = 8, p-value = 1.588e-13

Il test, se rigettato, rigetta l'ipotesi di buon adattamento. Qui non si può rigettare. è vero che c'è il problema che il numero di gruppi non dovrebbe essere inferiore a p+1 (<http://thestatsgeek.com/2014/02/16/the-hosmer-lemeshow-goodness-of-fit-test-for-logistic-regression/>), e io con le variabili dummy ho molte p. Ma anche se i gruppi sono 100, il p.value è significativo, quindi il buon adattamento va rigettato.

# Stima performance predittive

glm3\_vsa\_predictions <- predict(glm3\_vsa, validation\_set\_vsa, type="response")

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

AUC\_glm3\_vsa <- roc(validation\_set\_vsa$y, glm3\_vsa\_predictions, levels=c("no", "yes"))  
AUC\_glm3\_vsa$auc

## Area under the curve: 0.755

AUC del modello sul validation set è 0.755 (stabile anche dopo aver tolo previous per multicollinearità). Con quella competerà con gli altri modelli, se la diagnostica non me lo fa cambiare.

Vediamo la AUCPR

AUCPR\_glm3\_vsa <- pr.curve(glm3\_vsa\_predictions, weights.class0 = validation\_set\_vsa$y == "yes", curve=T)  
AUCPR\_glm3\_vsa

##   
## Precision-recall curve  
##   
## Area under curve (Integral):  
## 0.3444406   
##   
## Area under curve (Davis & Goadrich):  
## 0.3444216   
##   
## Curve for scores from 0.006400401 to 0.8996506   
## ( can be plotted with plot(x) )

plot(AUCPR\_glm3\_vsa)

Modello simile a glm3, ma uso i p.value per escludere variabili se possibile

formula\_glm4\_1 <- y ~ age\_class + job + marital + balance\_class + housing + loan + contact + day + month + campaign\_class + pdays\_class + age\_class\*marital + age\_class\*job + loan\*housing

glm4\_1\_vsa <- glm(formula\_glm4\_1, family = "binomial", data = training\_set\_vsa)  
  
summary(glm4\_1\_vsa) #AIC molto basso, è normale la sovrastima delle performance, che non vuol dire overfitting.

##   
## Call:  
## glm(formula = formula\_glm4\_1, family = "binomial", data = training\_set\_vsa)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1687 -0.4810 -0.3656 -0.2391 3.0072   
##   
## Coefficients: (1 not defined because of singularities)  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.500080 0.451897 -5.532 3.16e-08  
## age\_class(30,59] 0.092068 0.428430 0.215 0.829848  
## age\_class(59,95] 0.526675 0.590778 0.891 0.372664  
## jobblue-collar 0.006063 0.178650 0.034 0.972926  
## jobentrepreneur 0.062842 0.387935 0.162 0.871312  
## jobhousemaid 0.106918 0.481816 0.222 0.824387  
## jobmanagement 0.122353 0.164247 0.745 0.456314  
## jobretired -10.231499 93.844429 -0.109 0.913182  
## jobself-employed 0.129211 0.268424 0.481 0.630253  
## jobservices 0.070667 0.198524 0.356 0.721871  
## jobstudent 0.164979 0.172464 0.957 0.338769  
## jobtechnician 0.057886 0.173687 0.333 0.738924  
## jobunemployed 0.056318 0.273420 0.206 0.836809  
## jobunknown 0.268962 0.886603 0.303 0.761614  
## maritalmarried -0.029380 0.414953 -0.071 0.943555  
## maritalsingle 0.369989 0.406510 0.910 0.362739  
## balance\_class0 0.009133 0.127519 0.072 0.942905  
## balance\_class(0, 22] -0.090903 0.157046 -0.579 0.562703  
## balance\_class(22,131] 0.075669 0.120813 0.626 0.531095  
## balance\_class(131,272] 0.274397 0.117516 2.335 0.019544  
## balance\_class(272,448] 0.354354 0.116856 3.032 0.002426  
## balance\_class(448,701] 0.280988 0.117285 2.396 0.016585  
## balance\_class(701,1126] 0.383203 0.116197 3.298 0.000974  
## balance\_class(1126,1859] 0.377881 0.115773 3.264 0.001099  
## balance\_class(1859,3574] 0.593122 0.113791 5.212 1.86e-07  
## balance\_class(3574,102127] 0.564231 0.114875 4.912 9.03e-07  
## housingyes -0.586780 0.052034 -11.277 < 2e-16  
## loanyes -0.550209 0.101243 -5.435 5.49e-08  
## contacttelephone -0.308210 0.083170 -3.706 0.000211  
## contactunknown -1.283894 0.083019 -15.465 < 2e-16  
## day 0.002347 0.002804 0.837 0.402590  
## monthfeb 0.718895 0.147235 4.883 1.05e-06  
## monthmar 2.143796 0.179165 11.965 < 2e-16  
## monthapr 1.150920 0.137452 8.373 < 2e-16  
## monthmay 0.584910 0.136655 4.280 1.87e-05  
## monthjun 1.231421 0.151019 8.154 3.52e-16  
## monthjul 0.514489 0.134080 3.837 0.000124  
## monthaug 0.348577 0.136463 2.554 0.010638  
## monthsep 1.746246 0.171984 10.154 < 2e-16  
## monthoct 1.622463 0.158571 10.232 < 2e-16  
## monthnov 0.208321 0.140448 1.483 0.138007  
## monthdec 1.939394 0.218544 8.874 < 2e-16  
## campaign\_class2 -0.218022 0.050740 -4.297 1.73e-05  
## campaign\_class3 -0.041808 0.066185 -0.632 0.527590  
## campaign\_class4 -0.355367 0.088196 -4.029 5.59e-05  
## campaign\_class5 -0.516713 0.123476 -4.185 2.85e-05  
## campaign\_classup 5 -0.729599 0.095520 -7.638 2.20e-14  
## pdays\_class(0,91] 1.045691 0.101408 10.312 < 2e-16  
## pdays\_class(91,108] 1.328945 0.105291 12.622 < 2e-16  
## pdays\_class(108,159] -0.003548 0.137247 -0.026 0.979379  
## pdays\_class(159,181] 0.803065 0.121545 6.607 3.92e-11  
## pdays\_class (181,194] 1.070988 0.111692 9.589 < 2e-16  
## pdays\_class(194,258] -0.084672 0.150489 -0.563 0.573674  
## pdays\_class(258,300] 0.219745 0.137347 1.600 0.109615  
## pdays\_class(300,343] -0.344559 0.158714 -2.171 0.029936  
## pdays\_class(343,362] -0.121708 0.174408 -0.698 0.485281  
## pdays\_class(362,871] 0.859966 0.117542 7.316 2.55e-13  
## age\_class(30,59]:maritalmarried -0.187301 0.421075 -0.445 0.656453  
## age\_class(59,95]:maritalmarried -0.423333 0.457321 -0.926 0.354611  
## age\_class(30,59]:maritalsingle -0.435756 0.414457 -1.051 0.293079  
## age\_class(59,95]:maritalsingle -1.008681 0.647257 -1.558 0.119140  
## age\_class(30,59]:jobblue-collar -0.193497 0.200684 -0.964 0.334952  
## age\_class(59,95]:jobblue-collar 0.227028 0.580469 0.391 0.695715  
## age\_class(30,59]:jobentrepreneur -0.229958 0.417375 -0.551 0.581659  
## age\_class(59,95]:jobentrepreneur 0.800050 0.813006 0.984 0.325084  
## age\_class(30,59]:jobhousemaid -0.491352 0.509042 -0.965 0.334421  
## age\_class(59,95]:jobhousemaid -0.055588 0.702190 -0.079 0.936902  
## age\_class(30,59]:jobmanagement -0.074559 0.184360 -0.404 0.685905  
## age\_class(59,95]:jobmanagement 0.869773 0.473654 1.836 0.066312  
## age\_class(30,59]:jobretired 9.874420 93.844571 0.105 0.916200  
## age\_class(59,95]:jobretired 10.767000 93.845290 0.115 0.908658  
## age\_class(30,59]:jobself-employed -0.397719 0.308222 -1.290 0.196924  
## age\_class(59,95]:jobself-employed 1.199187 0.654842 1.831 0.067061  
## age\_class(30,59]:jobservices -0.066928 0.225592 -0.297 0.766711  
## age\_class(59,95]:jobservices -0.022954 0.825470 -0.028 0.977816  
## age\_class(30,59]:jobstudent -0.057097 0.338063 -0.169 0.865879  
## age\_class(59,95]:jobstudent NA NA NA NA  
## age\_class(30,59]:jobtechnician -0.037721 0.195406 -0.193 0.846929  
## age\_class(59,95]:jobtechnician 0.439834 0.555580 0.792 0.428555  
## age\_class(30,59]:jobunemployed 0.165930 0.304908 0.544 0.586305  
## age\_class(59,95]:jobunemployed 0.292111 0.868208 0.336 0.736530  
## age\_class(30,59]:jobunknown -0.459836 0.934210 -0.492 0.622565  
## age\_class(59,95]:jobunknown -1.052628 1.249830 -0.842 0.399667  
## housingyes:loanyes 0.304603 0.136331 2.234 0.025464  
##   
## (Intercept) \*\*\*  
## age\_class(30,59]   
## age\_class(59,95]   
## jobblue-collar   
## jobentrepreneur   
## jobhousemaid   
## jobmanagement   
## jobretired   
## jobself-employed   
## jobservices   
## jobstudent   
## jobtechnician   
## jobunemployed   
## jobunknown   
## maritalmarried   
## maritalsingle   
## balance\_class0   
## balance\_class(0, 22]   
## balance\_class(22,131]   
## balance\_class(131,272] \*   
## balance\_class(272,448] \*\*   
## balance\_class(448,701] \*   
## balance\_class(701,1126] \*\*\*  
## balance\_class(1126,1859] \*\*   
## balance\_class(1859,3574] \*\*\*  
## balance\_class(3574,102127] \*\*\*  
## housingyes \*\*\*  
## loanyes \*\*\*  
## contacttelephone \*\*\*  
## contactunknown \*\*\*  
## day   
## monthfeb \*\*\*  
## monthmar \*\*\*  
## monthapr \*\*\*  
## monthmay \*\*\*  
## monthjun \*\*\*  
## monthjul \*\*\*  
## monthaug \*   
## monthsep \*\*\*  
## monthoct \*\*\*  
## monthnov   
## monthdec \*\*\*  
## campaign\_class2 \*\*\*  
## campaign\_class3   
## campaign\_class4 \*\*\*  
## campaign\_class5 \*\*\*  
## campaign\_classup 5 \*\*\*  
## pdays\_class(0,91] \*\*\*  
## pdays\_class(91,108] \*\*\*  
## pdays\_class(108,159]   
## pdays\_class(159,181] \*\*\*  
## pdays\_class (181,194] \*\*\*  
## pdays\_class(194,258]   
## pdays\_class(258,300]   
## pdays\_class(300,343] \*   
## pdays\_class(343,362]   
## pdays\_class(362,871] \*\*\*  
## age\_class(30,59]:maritalmarried   
## age\_class(59,95]:maritalmarried   
## age\_class(30,59]:maritalsingle   
## age\_class(59,95]:maritalsingle   
## age\_class(30,59]:jobblue-collar   
## age\_class(59,95]:jobblue-collar   
## age\_class(30,59]:jobentrepreneur   
## age\_class(59,95]:jobentrepreneur   
## age\_class(30,59]:jobhousemaid   
## age\_class(59,95]:jobhousemaid   
## age\_class(30,59]:jobmanagement   
## age\_class(59,95]:jobmanagement .   
## age\_class(30,59]:jobretired   
## age\_class(59,95]:jobretired   
## age\_class(30,59]:jobself-employed   
## age\_class(59,95]:jobself-employed .   
## age\_class(30,59]:jobservices   
## age\_class(59,95]:jobservices   
## age\_class(30,59]:jobstudent   
## age\_class(59,95]:jobstudent   
## age\_class(30,59]:jobtechnician   
## age\_class(59,95]:jobtechnician   
## age\_class(30,59]:jobunemployed   
## age\_class(59,95]:jobunemployed   
## age\_class(30,59]:jobunknown   
## age\_class(59,95]:jobunknown   
## housingyes:loanyes \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 19589 on 27126 degrees of freedom  
## Residual deviance: 16431 on 27044 degrees of freedom  
## AIC: 16597  
##   
## Number of Fisher Scoring iterations: 10

Tolgo interazion age*marital age*job e job: Raiggiungo previous\_class, magari ora non ci sarà collinearità.

formula\_glm4\_2 <- y ~ age\_class + marital + balance\_class + housing + loan + contact + day + month + campaign\_class + pdays\_class + loan\*housing

glm4\_2\_vsa <- glm(formula\_glm4\_2, family = "binomial", data = training\_set\_vsa)  
summary(glm4\_2\_vsa)

##   
## Call:  
## glm(formula = formula\_glm4\_2, family = "binomial", data = training\_set\_vsa)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1069 -0.4821 -0.3667 -0.2357 2.9850   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.064553 0.187554 -11.008 < 2e-16 \*\*\*  
## age\_class(30,59] -0.364248 0.058598 -6.216 5.10e-10 \*\*\*  
## age\_class(59,95] 0.452160 0.096418 4.690 2.74e-06 \*\*\*  
## maritalmarried -0.261261 0.066047 -3.956 7.63e-05 \*\*\*  
## maritalsingle -0.019226 0.073981 -0.260 0.794960   
## balance\_class0 0.024507 0.127112 0.193 0.847116   
## balance\_class(0, 22] -0.082684 0.156168 -0.529 0.596488   
## balance\_class(22,131] 0.079639 0.120489 0.661 0.508636   
## balance\_class(131,272] 0.274901 0.117272 2.344 0.019071 \*   
## balance\_class(272,448] 0.353183 0.116679 3.027 0.002470 \*\*   
## balance\_class(448,701] 0.285922 0.116991 2.444 0.014527 \*   
## balance\_class(701,1126] 0.393068 0.115898 3.391 0.000695 \*\*\*  
## balance\_class(1126,1859] 0.386414 0.115418 3.348 0.000814 \*\*\*  
## balance\_class(1859,3574] 0.599467 0.113478 5.283 1.27e-07 \*\*\*  
## balance\_class(3574,102127] 0.577903 0.114434 5.050 4.42e-07 \*\*\*  
## housingyes -0.596090 0.051150 -11.654 < 2e-16 \*\*\*  
## loanyes -0.567897 0.100656 -5.642 1.68e-08 \*\*\*  
## contacttelephone -0.329670 0.082469 -3.998 6.40e-05 \*\*\*  
## contactunknown -1.308481 0.082936 -15.777 < 2e-16 \*\*\*  
## day 0.002414 0.002800 0.862 0.388604   
## monthfeb 0.731505 0.146933 4.979 6.41e-07 \*\*\*  
## monthmar 2.159120 0.178188 12.117 < 2e-16 \*\*\*  
## monthapr 1.139525 0.136973 8.319 < 2e-16 \*\*\*  
## monthmay 0.564220 0.136208 4.142 3.44e-05 \*\*\*  
## monthjun 1.213675 0.150631 8.057 7.80e-16 \*\*\*  
## monthjul 0.492884 0.133720 3.686 0.000228 \*\*\*  
## monthaug 0.346792 0.135470 2.560 0.010470 \*   
## monthsep 1.746937 0.171141 10.208 < 2e-16 \*\*\*  
## monthoct 1.616201 0.157818 10.241 < 2e-16 \*\*\*  
## monthnov 0.199532 0.140061 1.425 0.154269   
## monthdec 1.958748 0.217962 8.987 < 2e-16 \*\*\*  
## campaign\_class2 -0.213741 0.050548 -4.228 2.35e-05 \*\*\*  
## campaign\_class3 -0.037752 0.065945 -0.572 0.567002   
## campaign\_class4 -0.358964 0.087989 -4.080 4.51e-05 \*\*\*  
## campaign\_class5 -0.521675 0.123057 -4.239 2.24e-05 \*\*\*  
## campaign\_classup 5 -0.727092 0.095262 -7.633 2.30e-14 \*\*\*  
## pdays\_class(0,91] 1.056386 0.100973 10.462 < 2e-16 \*\*\*  
## pdays\_class(91,108] 1.348838 0.104731 12.879 < 2e-16 \*\*\*  
## pdays\_class(108,159] -0.007670 0.136960 -0.056 0.955342   
## pdays\_class(159,181] 0.809213 0.121025 6.686 2.29e-11 \*\*\*  
## pdays\_class (181,194] 1.080760 0.110995 9.737 < 2e-16 \*\*\*  
## pdays\_class(194,258] -0.084246 0.149973 -0.562 0.574294   
## pdays\_class(258,300] 0.219330 0.136753 1.604 0.108750   
## pdays\_class(300,343] -0.363735 0.158435 -2.296 0.021688 \*   
## pdays\_class(343,362] -0.139286 0.173983 -0.801 0.423378   
## pdays\_class(362,871] 0.858413 0.116874 7.345 2.06e-13 \*\*\*  
## housingyes:loanyes 0.326738 0.135878 2.405 0.016188 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 19589 on 27126 degrees of freedom  
## Residual deviance: 16488 on 27080 degrees of freedom  
## AIC: 16582  
##   
## Number of Fisher Scoring iterations: 6

anova(glm4\_1\_vsa, glm4\_2\_vsa)

## Analysis of Deviance Table  
##   
## Model 1: y ~ age\_class + job + marital + balance\_class + housing + loan +   
## contact + day + month + campaign\_class + pdays\_class + age\_class \*   
## marital + age\_class \* job + loan \* housing  
## Model 2: y ~ age\_class + marital + balance\_class + housing + loan + contact +   
## day + month + campaign\_class + pdays\_class + loan \* housing  
## Resid. Df Resid. Dev Df Deviance  
## 1 27044 16431   
## 2 27080 16488 -36 -56.994

# Multicollinearità

matrix\_glm4\_2 <- model.matrix(glm4\_2\_vsa)  
matrix\_glm4\_2 <- matrix\_glm4\_2[,colSums(matrix\_glm4\_2 != 0) != 0]  
  
cd\_glm4\_2 <- colldiag(matrix\_glm4\_2)  
print(cd\_glm4\_2)

## Condition  
## Index Variance Decomposition Proportions  
## intercept (Intercept) age\_class(30,59]  
## 1 1.000 0.000 0.000 0.001   
## 2 2.193 0.000 0.000 0.000   
## 3 2.338 0.000 0.000 0.000   
## 4 2.466 0.000 0.000 0.000   
## 5 2.545 0.000 0.000 0.000   
## 6 2.588 0.000 0.000 0.000   
## 7 2.664 0.000 0.000 0.000   
## 8 2.683 0.000 0.000 0.001   
## 9 2.756 0.000 0.000 0.000   
## 10 2.798 0.000 0.000 0.000   
## 11 2.820 0.000 0.000 0.000   
## 12 2.861 0.000 0.000 0.000   
## 13 2.888 0.000 0.000 0.000   
## 14 2.895 0.000 0.000 0.000   
## 15 2.898 0.000 0.000 0.000   
## 16 2.905 0.000 0.000 0.000   
## 17 2.917 0.000 0.000 0.000   
## 18 2.921 0.000 0.000 0.000   
## 19 2.929 0.000 0.000 0.000   
## 20 2.933 0.000 0.000 0.000   
## 21 2.944 0.000 0.000 0.000   
## 22 2.946 0.000 0.000 0.000   
## 23 2.956 0.000 0.000 0.000   
## 24 2.963 0.000 0.000 0.000   
## 25 2.970 0.000 0.000 0.000   
## 26 2.980 0.000 0.000 0.000   
## 27 2.983 0.000 0.000 0.000   
## 28 3.029 0.000 0.000 0.000   
## 29 3.048 0.000 0.000 0.000   
## 30 3.068 0.000 0.000 0.001   
## 31 3.103 0.000 0.000 0.000   
## 32 3.148 0.000 0.000 0.000   
## 33 3.213 0.000 0.000 0.000   
## 34 3.282 0.000 0.000 0.002   
## 35 3.379 0.000 0.000 0.000   
## 36 3.408 0.000 0.000 0.003   
## 37 3.502 0.000 0.000 0.001   
## 38 3.891 0.000 0.000 0.000   
## 39 5.151 0.000 0.000 0.009   
## 40 5.218 0.000 0.000 0.000   
## 41 6.835 0.000 0.000 0.007   
## 42 7.036 0.000 0.000 0.018   
## 43 7.811 0.000 0.000 0.097   
## 44 7.904 0.000 0.000 0.452   
## 45 9.955 0.000 0.000 0.233   
## 46 12.911 0.000 0.000 0.138   
## 47 24.422 0.000 0.000 0.032   
## 48 43127898220908.156 1.000 1.000 0.000   
## age\_class(59,95] maritalmarried maritalsingle balance\_class0  
## 1 0.000 0.001 0.001 0.001   
## 2 0.041 0.000 0.000 0.000   
## 3 0.001 0.000 0.001 0.000   
## 4 0.000 0.001 0.005 0.017   
## 5 0.009 0.001 0.006 0.001   
## 6 0.015 0.000 0.001 0.001   
## 7 0.001 0.001 0.003 0.001   
## 8 0.086 0.001 0.004 0.000   
## 9 0.009 0.001 0.007 0.002   
## 10 0.027 0.004 0.016 0.003   
## 11 0.021 0.004 0.018 0.000   
## 12 0.000 0.006 0.024 0.013   
## 13 0.002 0.000 0.000 0.004   
## 14 0.001 0.000 0.002 0.000   
## 15 0.000 0.002 0.007 0.001   
## 16 0.002 0.000 0.000 0.011   
## 17 0.000 0.000 0.000 0.011   
## 18 0.000 0.000 0.002 0.057   
## 19 0.000 0.000 0.000 0.001   
## 20 0.000 0.000 0.000 0.009   
## 21 0.000 0.000 0.002 0.051   
## 22 0.000 0.000 0.002 0.014   
## 23 0.000 0.000 0.000 0.001   
## 24 0.004 0.001 0.002 0.068   
## 25 0.004 0.001 0.004 0.003   
## 26 0.001 0.000 0.001 0.041   
## 27 0.008 0.002 0.011 0.047   
## 28 0.003 0.000 0.000 0.002   
## 29 0.000 0.003 0.008 0.072   
## 30 0.004 0.005 0.015 0.009   
## 31 0.023 0.000 0.002 0.006   
## 32 0.025 0.003 0.013 0.000   
## 33 0.008 0.000 0.000 0.007   
## 34 0.045 0.006 0.020 0.000   
## 35 0.047 0.000 0.001 0.001   
## 36 0.199 0.002 0.005 0.001   
## 37 0.112 0.000 0.002 0.002   
## 38 0.000 0.001 0.000 0.000   
## 39 0.000 0.007 0.004 0.002   
## 40 0.004 0.000 0.001 0.000   
## 41 0.001 0.028 0.013 0.008   
## 42 0.012 0.001 0.002 0.000   
## 43 0.009 0.000 0.007 0.004   
## 44 0.125 0.410 0.146 0.004   
## 45 0.082 0.348 0.419 0.237   
## 46 0.049 0.122 0.167 0.254   
## 47 0.017 0.036 0.055 0.033   
## 48 0.000 0.000 0.000 0.000   
## balance\_class(0, 22] balance\_class(22,131] balance\_class(131,272]  
## 1 0.000 0.001 0.001   
## 2 0.000 0.001 0.001   
## 3 0.001 0.000 0.000   
## 4 0.003 0.001 0.000   
## 5 0.001 0.007 0.004   
## 6 0.000 0.000 0.000   
## 7 0.004 0.008 0.002   
## 8 0.000 0.001 0.000   
## 9 0.001 0.000 0.003   
## 10 0.003 0.022 0.002   
## 11 0.013 0.001 0.000   
## 12 0.001 0.020 0.002   
## 13 0.000 0.005 0.014   
## 14 0.020 0.021 0.002   
## 15 0.099 0.050 0.007   
## 16 0.012 0.007 0.081   
## 17 0.000 0.002 0.018   
## 18 0.103 0.003 0.000   
## 19 0.092 0.011 0.009   
## 20 0.011 0.017 0.010   
## 21 0.010 0.004 0.008   
## 22 0.005 0.027 0.165   
## 23 0.054 0.052 0.013   
## 24 0.043 0.002 0.009   
## 25 0.131 0.005 0.003   
## 26 0.007 0.000 0.004   
## 27 0.004 0.043 0.007   
## 28 0.001 0.002 0.001   
## 29 0.002 0.003 0.001   
## 30 0.001 0.002 0.000   
## 31 0.009 0.054 0.011   
## 32 0.001 0.000 0.001   
## 33 0.010 0.004 0.014   
## 34 0.009 0.017 0.001   
## 35 0.001 0.005 0.002   
## 36 0.001 0.001 0.000   
## 37 0.000 0.000 0.001   
## 38 0.000 0.001 0.002   
## 39 0.001 0.002 0.003   
## 40 0.000 0.001 0.000   
## 41 0.006 0.009 0.007   
## 42 0.000 0.000 0.000   
## 43 0.004 0.010 0.010   
## 44 0.000 0.002 0.002   
## 45 0.129 0.243 0.252   
## 46 0.180 0.287 0.279   
## 47 0.029 0.044 0.048   
## 48 0.000 0.000 0.000   
## balance\_class(272,448] balance\_class(448,701] balance\_class(701,1126]  
## 1 0.001 0.001 0.001   
## 2 0.000 0.000 0.000   
## 3 0.000 0.000 0.001   
## 4 0.000 0.004 0.001   
## 5 0.003 0.003 0.000   
## 6 0.003 0.001 0.000   
## 7 0.000 0.004 0.001   
## 8 0.000 0.000 0.000   
## 9 0.000 0.002 0.000   
## 10 0.004 0.000 0.002   
## 11 0.002 0.003 0.003   
## 12 0.002 0.001 0.003   
## 13 0.017 0.001 0.001   
## 14 0.033 0.005 0.012   
## 15 0.001 0.000 0.000   
## 16 0.051 0.012 0.000   
## 17 0.031 0.004 0.136   
## 18 0.000 0.021 0.020   
## 19 0.083 0.128 0.016   
## 20 0.022 0.065 0.123   
## 21 0.000 0.000 0.021   
## 22 0.001 0.001 0.003   
## 23 0.058 0.013 0.019   
## 24 0.003 0.064 0.000   
## 25 0.017 0.019 0.000   
## 26 0.000 0.001 0.004   
## 27 0.000 0.009 0.008   
## 28 0.003 0.014 0.000   
## 29 0.051 0.015 0.005   
## 30 0.001 0.005 0.012   
## 31 0.005 0.000 0.000   
## 32 0.002 0.001 0.000   
## 33 0.002 0.000 0.000   
## 34 0.000 0.001 0.001   
## 35 0.001 0.001 0.000   
## 36 0.002 0.000 0.001   
## 37 0.000 0.002 0.000   
## 38 0.001 0.001 0.000   
## 39 0.004 0.003 0.003   
## 40 0.000 0.000 0.000   
## 41 0.008 0.007 0.008   
## 42 0.000 0.000 0.000   
## 43 0.012 0.014 0.013   
## 44 0.003 0.003 0.003   
## 45 0.257 0.264 0.266   
## 46 0.268 0.267 0.269   
## 47 0.047 0.043 0.043   
## 48 0.000 0.000 0.000   
## balance\_class(1126,1859] balance\_class(1859,3574]  
## 1 0.001 0.001   
## 2 0.002 0.004   
## 3 0.000 0.001   
## 4 0.001 0.001   
## 5 0.000 0.009   
## 6 0.000 0.002   
## 7 0.001 0.000   
## 8 0.003 0.000   
## 9 0.000 0.000   
## 10 0.001 0.004   
## 11 0.001 0.003   
## 12 0.003 0.002   
## 13 0.057 0.062   
## 14 0.012 0.000   
## 15 0.004 0.008   
## 16 0.047 0.009   
## 17 0.010 0.024   
## 18 0.013 0.003   
## 19 0.000 0.055   
## 20 0.030 0.030   
## 21 0.110 0.001   
## 22 0.010 0.000   
## 23 0.011 0.012   
## 24 0.033 0.010   
## 25 0.002 0.000   
## 26 0.004 0.047   
## 27 0.002 0.000   
## 28 0.000 0.014   
## 29 0.006 0.037   
## 30 0.000 0.002   
## 31 0.008 0.027   
## 32 0.002 0.000   
## 33 0.004 0.009   
## 34 0.007 0.004   
## 35 0.001 0.003   
## 36 0.000 0.003   
## 37 0.001 0.000   
## 38 0.000 0.000   
## 39 0.004 0.002   
## 40 0.000 0.000   
## 41 0.008 0.007   
## 42 0.000 0.000   
## 43 0.010 0.007   
## 44 0.003 0.005   
## 45 0.276 0.278   
## 46 0.272 0.280   
## 47 0.038 0.033   
## 48 0.000 0.000   
## balance\_class(3574,102127] housingyes loanyes contacttelephone  
## 1 0.001 0.002 0.001 0.001   
## 2 0.006 0.005 0.007 0.032   
## 3 0.002 0.000 0.056 0.005   
## 4 0.000 0.006 0.003 0.006   
## 5 0.015 0.000 0.008 0.002   
## 6 0.002 0.000 0.002 0.001   
## 7 0.000 0.001 0.000 0.006   
## 8 0.007 0.000 0.003 0.022   
## 9 0.001 0.002 0.006 0.086   
## 10 0.002 0.000 0.000 0.007   
## 11 0.003 0.000 0.001 0.012   
## 12 0.006 0.001 0.003 0.007   
## 13 0.018 0.000 0.000 0.004   
## 14 0.008 0.000 0.000 0.000   
## 15 0.008 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.001   
## 17 0.047 0.000 0.000 0.000   
## 18 0.008 0.000 0.000 0.000   
## 19 0.012 0.000 0.000 0.001   
## 20 0.025 0.000 0.000 0.000   
## 21 0.017 0.000 0.000 0.005   
## 22 0.005 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.001   
## 24 0.001 0.000 0.000 0.027   
## 25 0.000 0.000 0.000 0.004   
## 26 0.014 0.000 0.000 0.007   
## 27 0.048 0.000 0.000 0.003   
## 28 0.006 0.001 0.001 0.047   
## 29 0.011 0.000 0.000 0.001   
## 30 0.006 0.000 0.000 0.008   
## 31 0.045 0.000 0.001 0.000   
## 32 0.008 0.006 0.004 0.000   
## 33 0.028 0.001 0.000 0.133   
## 34 0.002 0.000 0.001 0.110   
## 35 0.014 0.001 0.000 0.215   
## 36 0.009 0.002 0.001 0.042   
## 37 0.001 0.001 0.000 0.160   
## 38 0.001 0.000 0.000 0.018   
## 39 0.004 0.051 0.030 0.002   
## 40 0.000 0.411 0.138 0.002   
## 41 0.008 0.007 0.014 0.018   
## 42 0.000 0.079 0.226 0.001   
## 43 0.006 0.355 0.446 0.002   
## 44 0.004 0.013 0.007 0.000   
## 45 0.282 0.000 0.001 0.000   
## 46 0.278 0.051 0.032 0.000   
## 47 0.031 0.004 0.008 0.001   
## 48 0.000 0.000 0.000 0.000   
## contactunknown day monthfeb monthmar monthapr monthmay monthjun  
## 1 0.001 0.002 0.000 0.000 0.000 0.000 0.000   
## 2 0.021 0.000 0.004 0.005 0.001 0.004 0.002   
## 3 0.020 0.000 0.001 0.000 0.003 0.001 0.009   
## 4 0.000 0.000 0.004 0.002 0.029 0.002 0.002   
## 5 0.012 0.000 0.006 0.000 0.008 0.000 0.011   
## 6 0.002 0.001 0.055 0.001 0.026 0.000 0.001   
## 7 0.003 0.000 0.011 0.001 0.021 0.006 0.020   
## 8 0.001 0.000 0.014 0.001 0.011 0.000 0.002   
## 9 0.000 0.000 0.000 0.001 0.000 0.001 0.000   
## 10 0.000 0.000 0.004 0.037 0.000 0.001 0.000   
## 11 0.000 0.000 0.004 0.000 0.000 0.001 0.002   
## 12 0.000 0.000 0.001 0.164 0.000 0.000 0.000   
## 13 0.000 0.000 0.002 0.045 0.000 0.000 0.000   
## 14 0.000 0.000 0.002 0.072 0.000 0.000 0.000   
## 15 0.000 0.000 0.002 0.001 0.000 0.000 0.000   
## 16 0.000 0.000 0.000 0.010 0.000 0.000 0.000   
## 17 0.000 0.000 0.000 0.001 0.000 0.000 0.000   
## 18 0.000 0.000 0.000 0.020 0.001 0.000 0.000   
## 19 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## 20 0.000 0.000 0.000 0.004 0.000 0.000 0.000   
## 21 0.000 0.000 0.000 0.004 0.000 0.000 0.000   
## 22 0.000 0.000 0.000 0.003 0.000 0.000 0.000   
## 23 0.000 0.000 0.000 0.001 0.000 0.000 0.000   
## 24 0.000 0.000 0.000 0.003 0.000 0.000 0.000   
## 25 0.000 0.000 0.000 0.000 0.000 0.000 0.001   
## 26 0.000 0.000 0.001 0.210 0.000 0.000 0.001   
## 27 0.000 0.000 0.000 0.000 0.001 0.000 0.000   
## 28 0.001 0.000 0.004 0.010 0.000 0.000 0.001   
## 29 0.000 0.000 0.003 0.000 0.001 0.000 0.000   
## 30 0.001 0.000 0.003 0.064 0.001 0.000 0.000   
## 31 0.003 0.000 0.007 0.000 0.000 0.000 0.000   
## 32 0.001 0.001 0.002 0.028 0.011 0.005 0.017   
## 33 0.000 0.002 0.021 0.000 0.001 0.000 0.010   
## 34 0.005 0.000 0.000 0.007 0.010 0.006 0.015   
## 35 0.000 0.000 0.067 0.001 0.000 0.001 0.006   
## 36 0.000 0.003 0.030 0.010 0.047 0.000 0.000   
## 37 0.002 0.000 0.000 0.003 0.084 0.001 0.002   
## 38 0.000 0.001 0.040 0.016 0.033 0.002 0.006   
## 39 0.018 0.004 0.001 0.000 0.000 0.001 0.001   
## 40 0.023 0.012 0.000 0.001 0.008 0.008 0.008   
## 41 0.766 0.019 0.018 0.004 0.006 0.047 0.058   
## 42 0.032 0.520 0.004 0.004 0.018 0.000 0.003   
## 43 0.022 0.207 0.004 0.000 0.008 0.005 0.007   
## 44 0.019 0.040 0.000 0.000 0.002 0.000 0.001   
## 45 0.000 0.004 0.001 0.000 0.003 0.006 0.002   
## 46 0.029 0.001 0.095 0.040 0.139 0.184 0.151   
## 47 0.014 0.183 0.585 0.225 0.526 0.717 0.659   
## 48 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## monthjul monthaug monthsep monthoct monthnov monthdec campaign\_class2  
## 1 0.000 0.000 0.000 0.000 0.000 0.000 0.002   
## 2 0.000 0.004 0.011 0.014 0.005 0.007 0.001   
## 3 0.006 0.001 0.001 0.000 0.003 0.000 0.000   
## 4 0.012 0.011 0.002 0.002 0.001 0.004 0.004   
## 5 0.003 0.009 0.005 0.011 0.021 0.002 0.000   
## 6 0.000 0.002 0.011 0.002 0.011 0.016 0.000   
## 7 0.000 0.000 0.020 0.011 0.002 0.004 0.000   
## 8 0.002 0.002 0.032 0.040 0.035 0.000 0.004   
## 9 0.007 0.016 0.043 0.001 0.000 0.063 0.014   
## 10 0.002 0.000 0.014 0.000 0.000 0.107 0.005   
## 11 0.010 0.014 0.004 0.002 0.002 0.114 0.001   
## 12 0.000 0.000 0.061 0.025 0.002 0.004 0.001   
## 13 0.001 0.000 0.039 0.059 0.001 0.021 0.018   
## 14 0.000 0.000 0.024 0.043 0.000 0.002 0.000   
## 15 0.000 0.001 0.003 0.004 0.002 0.029 0.018   
## 16 0.001 0.001 0.001 0.001 0.000 0.001 0.003   
## 17 0.000 0.001 0.002 0.011 0.000 0.012 0.016   
## 18 0.000 0.000 0.004 0.031 0.000 0.002 0.028   
## 19 0.000 0.000 0.026 0.011 0.000 0.000 0.000   
## 20 0.000 0.000 0.001 0.006 0.000 0.000 0.001   
## 21 0.001 0.000 0.012 0.015 0.000 0.000 0.000   
## 22 0.001 0.000 0.013 0.017 0.000 0.001 0.029   
## 23 0.000 0.000 0.000 0.000 0.000 0.010 0.003   
## 24 0.001 0.000 0.023 0.019 0.001 0.000 0.008   
## 25 0.000 0.000 0.021 0.017 0.001 0.005 0.024   
## 26 0.000 0.002 0.001 0.006 0.000 0.000 0.000   
## 27 0.004 0.002 0.011 0.052 0.000 0.000 0.001   
## 28 0.007 0.018 0.009 0.001 0.001 0.055 0.016   
## 29 0.013 0.001 0.001 0.020 0.000 0.005 0.099   
## 30 0.000 0.003 0.026 0.003 0.002 0.166 0.004   
## 31 0.005 0.000 0.049 0.007 0.000 0.083 0.012   
## 32 0.000 0.006 0.001 0.006 0.010 0.020 0.033   
## 33 0.009 0.000 0.082 0.057 0.018 0.013 0.000   
## 34 0.005 0.009 0.000 0.029 0.000 0.016 0.008   
## 35 0.014 0.004 0.025 0.024 0.021 0.001 0.000   
## 36 0.000 0.002 0.049 0.029 0.018 0.026 0.010   
## 37 0.004 0.000 0.003 0.002 0.039 0.000 0.000   
## 38 0.006 0.003 0.047 0.045 0.029 0.059 0.000   
## 39 0.003 0.010 0.001 0.003 0.000 0.000 0.537   
## 40 0.004 0.021 0.001 0.001 0.001 0.002 0.081   
## 41 0.024 0.034 0.002 0.002 0.016 0.002 0.002   
## 42 0.010 0.017 0.001 0.013 0.018 0.001 0.003   
## 43 0.027 0.001 0.001 0.000 0.009 0.001 0.000   
## 44 0.004 0.002 0.000 0.000 0.008 0.000 0.000   
## 45 0.005 0.006 0.001 0.001 0.003 0.000 0.000   
## 46 0.138 0.139 0.052 0.065 0.147 0.023 0.008   
## 47 0.669 0.660 0.263 0.290 0.572 0.121 0.001   
## 48 0.000 0.000 0.000 0.000 0.000 0.000 0.000   
## campaign\_class3 campaign\_class4 campaign\_class5 campaign\_classup 5  
## 1 0.001 0.001 0.001 0.001   
## 2 0.000 0.000 0.000 0.000   
## 3 0.001 0.000 0.000 0.000   
## 4 0.000 0.012 0.001 0.053   
## 5 0.001 0.012 0.002 0.014   
## 6 0.001 0.003 0.001 0.000   
## 7 0.001 0.000 0.000 0.006   
## 8 0.002 0.002 0.000 0.000   
## 9 0.028 0.019 0.017 0.004   
## 10 0.034 0.001 0.000 0.000   
## 11 0.019 0.097 0.010 0.003   
## 12 0.001 0.001 0.061 0.004   
## 13 0.004 0.019 0.007 0.000   
## 14 0.001 0.007 0.009 0.029   
## 15 0.091 0.024 0.065 0.011   
## 16 0.011 0.036 0.129 0.026   
## 17 0.017 0.069 0.005 0.006   
## 18 0.007 0.022 0.056 0.001   
## 19 0.008 0.000 0.003 0.009   
## 20 0.002 0.000 0.005 0.015   
## 21 0.035 0.008 0.011 0.029   
## 22 0.029 0.046 0.023 0.023   
## 23 0.073 0.015 0.291 0.001   
## 24 0.002 0.001 0.004 0.022   
## 25 0.026 0.001 0.045 0.089   
## 26 0.000 0.021 0.002 0.015   
## 27 0.000 0.073 0.021 0.065   
## 28 0.170 0.103 0.036 0.002   
## 29 0.005 0.008 0.004 0.065   
## 30 0.023 0.062 0.018 0.002   
## 31 0.000 0.002 0.003 0.019   
## 32 0.013 0.002 0.000 0.046   
## 33 0.001 0.000 0.003 0.001   
## 34 0.015 0.005 0.000 0.007   
## 35 0.003 0.001 0.000 0.005   
## 36 0.005 0.001 0.000 0.007   
## 37 0.000 0.001 0.000 0.001   
## 38 0.000 0.000 0.000 0.002   
## 39 0.315 0.259 0.131 0.310   
## 40 0.042 0.052 0.026 0.063   
## 41 0.001 0.000 0.000 0.000   
## 42 0.003 0.004 0.004 0.019   
## 43 0.001 0.002 0.001 0.007   
## 44 0.000 0.001 0.000 0.002   
## 45 0.000 0.000 0.000 0.000   
## 46 0.005 0.005 0.003 0.005   
## 47 0.000 0.001 0.001 0.008   
## 48 0.000 0.000 0.000 0.000   
## pdays\_class(0,91] pdays\_class(91,108] pdays\_class(108,159]  
## 1 0.000 0.000 0.000   
## 2 0.010 0.019 0.010   
## 3 0.001 0.002 0.007   
## 4 0.002 0.000 0.014   
## 5 0.000 0.015 0.029   
## 6 0.005 0.002 0.052   
## 7 0.001 0.025 0.004   
## 8 0.021 0.004 0.013   
## 9 0.022 0.150 0.000   
## 10 0.027 0.004 0.026   
## 11 0.034 0.005 0.025   
## 12 0.088 0.055 0.000   
## 13 0.017 0.015 0.007   
## 14 0.026 0.026 0.049   
## 15 0.001 0.002 0.018   
## 16 0.002 0.015 0.012   
## 17 0.005 0.000 0.022   
## 18 0.017 0.014 0.043   
## 19 0.002 0.002 0.006   
## 20 0.032 0.000 0.016   
## 21 0.021 0.023 0.077   
## 22 0.058 0.009 0.008   
## 23 0.001 0.004 0.002   
## 24 0.170 0.105 0.000   
## 25 0.027 0.031 0.014   
## 26 0.085 0.022 0.067   
## 27 0.020 0.000 0.004   
## 28 0.007 0.008 0.021   
## 29 0.006 0.000 0.002   
## 30 0.036 0.000 0.017   
## 31 0.025 0.015 0.111   
## 32 0.094 0.072 0.000   
## 33 0.019 0.070 0.000   
## 34 0.013 0.055 0.007   
## 35 0.000 0.048 0.093   
## 36 0.000 0.009 0.033   
## 37 0.002 0.070 0.000   
## 38 0.065 0.086 0.182   
## 39 0.005 0.002 0.000   
## 40 0.001 0.001 0.000   
## 41 0.026 0.011 0.005   
## 42 0.002 0.001 0.001   
## 43 0.000 0.000 0.000   
## 44 0.000 0.000 0.000   
## 45 0.000 0.001 0.000   
## 46 0.001 0.001 0.000   
## 47 0.001 0.001 0.000   
## 48 0.000 0.000 0.000   
## pdays\_class(159,181] pdays\_class (181,194] pdays\_class(194,258]  
## 1 0.000 0.000 0.000   
## 2 0.002 0.021 0.004   
## 3 0.001 0.000 0.007   
## 4 0.004 0.005 0.012   
## 5 0.006 0.024 0.004   
## 6 0.005 0.006 0.114   
## 7 0.013 0.002 0.038   
## 8 0.043 0.001 0.034   
## 9 0.029 0.011 0.001   
## 10 0.101 0.040 0.020   
## 11 0.001 0.088 0.004   
## 12 0.001 0.021 0.004   
## 13 0.009 0.015 0.009   
## 14 0.178 0.003 0.012   
## 15 0.004 0.004 0.017   
## 16 0.011 0.025 0.000   
## 17 0.001 0.012 0.000   
## 18 0.000 0.060 0.035   
## 19 0.010 0.007 0.002   
## 20 0.016 0.003 0.007   
## 21 0.000 0.010 0.001   
## 22 0.000 0.017 0.027   
## 23 0.006 0.001 0.001   
## 24 0.005 0.020 0.000   
## 25 0.029 0.079 0.049   
## 26 0.073 0.051 0.009   
## 27 0.007 0.085 0.034   
## 28 0.028 0.010 0.031   
## 29 0.000 0.000 0.023   
## 30 0.113 0.089 0.011   
## 31 0.063 0.032 0.003   
## 32 0.073 0.001 0.008   
## 33 0.007 0.000 0.095   
## 34 0.057 0.007 0.002   
## 35 0.000 0.002 0.089   
## 36 0.015 0.001 0.078   
## 37 0.007 0.053 0.000   
## 38 0.048 0.182 0.162   
## 39 0.000 0.000 0.000   
## 40 0.003 0.001 0.006   
## 41 0.029 0.005 0.006   
## 42 0.000 0.001 0.003   
## 43 0.000 0.000 0.007   
## 44 0.001 0.000 0.001   
## 45 0.000 0.000 0.000   
## 46 0.000 0.000 0.005   
## 47 0.000 0.001 0.022   
## 48 0.000 0.000 0.000   
## pdays\_class(258,300] pdays\_class(300,343] pdays\_class(343,362]  
## 1 0.000 0.000 0.000   
## 2 0.000 0.000 0.005   
## 3 0.002 0.003 0.000   
## 4 0.019 0.065 0.016   
## 5 0.017 0.031 0.009   
## 6 0.022 0.063 0.000   
## 7 0.006 0.039 0.084   
## 8 0.004 0.056 0.000   
## 9 0.002 0.000 0.013   
## 10 0.095 0.004 0.010   
## 11 0.005 0.008 0.016   
## 12 0.022 0.000 0.002   
## 13 0.068 0.002 0.034   
## 14 0.065 0.025 0.015   
## 15 0.042 0.000 0.078   
## 16 0.007 0.000 0.038   
## 17 0.000 0.014 0.063   
## 18 0.041 0.011 0.001   
## 19 0.004 0.001 0.008   
## 20 0.057 0.000 0.008   
## 21 0.013 0.016 0.023   
## 22 0.069 0.004 0.000   
## 23 0.002 0.007 0.028   
## 24 0.001 0.001 0.000   
## 25 0.009 0.017 0.064   
## 26 0.014 0.002 0.025   
## 27 0.013 0.001 0.049   
## 28 0.044 0.018 0.002   
## 29 0.000 0.019 0.002   
## 30 0.054 0.003 0.010   
## 31 0.029 0.002 0.001   
## 32 0.003 0.026 0.090   
## 33 0.014 0.027 0.005   
## 34 0.021 0.004 0.138   
## 35 0.075 0.001 0.003   
## 36 0.006 0.143 0.006   
## 37 0.033 0.258 0.024   
## 38 0.067 0.074 0.001   
## 39 0.001 0.001 0.003   
## 40 0.010 0.005 0.004   
## 41 0.035 0.041 0.113   
## 42 0.000 0.002 0.000   
## 43 0.001 0.000 0.001   
## 44 0.003 0.000 0.001   
## 45 0.000 0.000 0.000   
## 46 0.000 0.002 0.008   
## 47 0.003 0.000 0.000   
## 48 0.000 0.000 0.000   
## pdays\_class(362,871] housingyes:loanyes  
## 1 0.000 0.001   
## 2 0.000 0.013   
## 3 0.002 0.056   
## 4 0.003 0.000   
## 5 0.006 0.012   
## 6 0.002 0.002   
## 7 0.078 0.000   
## 8 0.011 0.004   
## 9 0.000 0.008   
## 10 0.028 0.001   
## 11 0.001 0.004   
## 12 0.006 0.001   
## 13 0.024 0.000   
## 14 0.014 0.000   
## 15 0.078 0.000   
## 16 0.059 0.000   
## 17 0.014 0.000   
## 18 0.066 0.000   
## 19 0.012 0.000   
## 20 0.025 0.000   
## 21 0.118 0.000   
## 22 0.008 0.000   
## 23 0.002 0.000   
## 24 0.024 0.000   
## 25 0.000 0.001   
## 26 0.001 0.000   
## 27 0.000 0.001   
## 28 0.000 0.002   
## 29 0.071 0.005   
## 30 0.024 0.000   
## 31 0.081 0.000   
## 32 0.043 0.001   
## 33 0.054 0.001   
## 34 0.044 0.002   
## 35 0.007 0.001   
## 36 0.004 0.000   
## 37 0.002 0.001   
## 38 0.012 0.000   
## 39 0.000 0.023   
## 40 0.010 0.075   
## 41 0.062 0.008   
## 42 0.000 0.247   
## 43 0.000 0.505   
## 44 0.002 0.006   
## 45 0.000 0.000   
## 46 0.002 0.014   
## 47 0.000 0.003   
## 48 0.000 0.000

str(cd\_glm4\_2)

## List of 2  
## $ condindx: num [1:48, 1] 1 2.19 2.34 2.47 2.54 ...  
## ..- attr(\*, "dimnames")=List of 2  
## .. ..$ : chr [1:48] "1" "2" "3" "4" ...  
## .. ..$ : chr "cond.index"  
## $ pi : num [1:48, 1:48] 1.22e-28 1.37e-29 1.26e-29 3.29e-31 8.22e-30 ...  
## ..- attr(\*, "dimnames")=List of 2  
## .. ..$ : NULL  
## .. ..$ : chr [1:48] "intercept" "(Intercept)" "age\_class(30,59]" "age\_class(59,95]" ...  
## - attr(\*, "class")= chr "colldiag"

cd\_glm4\_2$condindx

## cond.index  
## 1 1.000000e+00  
## 2 2.192826e+00  
## 3 2.337719e+00  
## 4 2.466052e+00  
## 5 2.544518e+00  
## 6 2.588319e+00  
## 7 2.663832e+00  
## 8 2.682912e+00  
## 9 2.756137e+00  
## 10 2.797921e+00  
## 11 2.820251e+00  
## 12 2.860842e+00  
## 13 2.887513e+00  
## 14 2.895462e+00  
## 15 2.897889e+00  
## 16 2.905191e+00  
## 17 2.917461e+00  
## 18 2.920550e+00  
## 19 2.929264e+00  
## 20 2.932584e+00  
## 21 2.943936e+00  
## 22 2.946241e+00  
## 23 2.956250e+00  
## 24 2.963420e+00  
## 25 2.969551e+00  
## 26 2.980325e+00  
## 27 2.982784e+00  
## 28 3.028804e+00  
## 29 3.047703e+00  
## 30 3.067600e+00  
## 31 3.103458e+00  
## 32 3.148130e+00  
## 33 3.213176e+00  
## 34 3.281981e+00  
## 35 3.378940e+00  
## 36 3.407770e+00  
## 37 3.501635e+00  
## 38 3.891211e+00  
## 39 5.150839e+00  
## 40 5.218256e+00  
## 41 6.835298e+00  
## 42 7.036074e+00  
## 43 7.811143e+00  
## 44 7.903754e+00  
## 45 9.955215e+00  
## 46 1.291073e+01  
## 47 2.442238e+01  
## 48 4.312790e+13

cd\_glm4\_2$pi[48,]

## intercept (Intercept)   
## 1.000000e+00 1.000000e+00   
## age\_class(30,59] age\_class(59,95]   
## 5.597972e-07 1.023729e-06   
## maritalmarried maritalsingle   
## 9.485725e-07 1.762157e-07   
## balance\_class0 balance\_class(0, 22]   
## 4.038719e-06 2.805880e-06   
## balance\_class(22,131] balance\_class(131,272]   
## 1.246110e-05 7.364212e-06   
## balance\_class(272,448] balance\_class(448,701]   
## 6.024070e-06 2.154730e-04   
## balance\_class(701,1126] balance\_class(1126,1859]   
## 1.839297e-06 4.076299e-06   
## balance\_class(1859,3574] balance\_class(3574,102127]   
## 3.043862e-06 5.471478e-06   
## housingyes loanyes   
## 1.075901e-05 1.291520e-08   
## contacttelephone contactunknown   
## 4.426141e-07 7.606005e-05   
## day monthfeb   
## 8.782769e-06 1.664152e-07   
## monthmar monthapr   
## 3.015666e-07 1.683590e-07   
## monthmay monthjun   
## 3.057065e-06 3.574052e-06   
## monthjul monthaug   
## 2.553713e-06 6.332679e-08   
## monthsep monthoct   
## 8.410457e-08 1.061445e-07   
## monthnov monthdec   
## 9.426110e-07 2.358628e-07   
## campaign\_class2 campaign\_class3   
## 9.851269e-05 3.946733e-07   
## campaign\_class4 campaign\_class5   
## 1.559199e-06 2.363766e-07   
## campaign\_classup 5 pdays\_class(0,91]   
## 4.624924e-08 2.266453e-09   
## pdays\_class(91,108] pdays\_class(108,159]   
## 3.900007e-07 1.326767e-06   
## pdays\_class(159,181] pdays\_class (181,194]   
## 5.004285e-08 4.159230e-07   
## pdays\_class(194,258] pdays\_class(258,300]   
## 2.321058e-06 2.511080e-07   
## pdays\_class(300,343] pdays\_class(343,362]   
## 1.107903e-10 8.647637e-07   
## pdays\_class(362,871] housingyes:loanyes   
## 3.656145e-09 1.324656e-04

Previous continua a dare problemi di multicollinearità. Lo ritolgo all'origine.

## Bontà adattamento modello

hl\_glm4\_2 <- hoslem.test(training\_set\_vsa$y =="yes", fitted(glm4\_2\_vsa), g=10)  
hl\_glm4\_2

##   
## Hosmer and Lemeshow goodness of fit (GOF) test  
##   
## data: training\_set\_vsa$y == "yes", fitted(glm4\_2\_vsa)  
## X-squared = 73.9396, df = 8, p-value = 8.041e-13

Nada.

## Stima delle performance predittive

glm4\_2\_vsa\_predictions <- predict(glm4\_2\_vsa, validation\_set\_vsa, type="response")  
  
AUC\_glm4\_2\_vsa <- roc(validation\_set\_vsa$y, glm4\_2\_vsa\_predictions, levels=c("no", "yes"))  
AUC\_glm4\_2\_vsa$auc

## Area under the curve: 0.7556

plot(AUC\_glm4\_2\_vsa, legacy.axes=TRUE)

##   
## Call:  
## roc.default(response = validation\_set\_vsa$y, predictor = glm4\_2\_vsa\_predictions, levels = c("no", "yes"))  
##   
## Data: glm4\_2\_vsa\_predictions in 8016 controls (validation\_set\_vsa$y no) < 1026 cases (validation\_set\_vsa$y yes).  
## Area under the curve: 0.7556

AUC di 0.7556. Senza togliere le variabili con basso p.value eravamo a 0.755, praticamente performance identiche con stessi problemi di multicollinearità Giusto per scrupolo voglio vedere se gli errori standard sono inferiori nel secondo caso (anche se solo il principio della parsimonia basta a giustificare il secondo modello).

a <- tidy(glm3\_vsa)  
b <- tidy(glm4\_2\_vsa)  
glm\_comp\_3\_and\_4\_2 <- a %>%  
 inner\_join(b, by = "term") %>%  
 select(term, SE\_glm3 = std.error.x, SE\_glm4\_2 = std.error.y) %>%  
 mutate(comp\_SE = SE\_glm4\_2 - SE\_glm3) %>%  
 arrange(comp\_SE)

Quasi tutti inferiori, anche se di poco. Mi domando se un tale misero vantaggio di SE e di AUC mi debba indurre a escludere delle variabili. Preferire glm3 o glm4? Mah. Considera però che glm3 ha il problema del rank e che in glm4 ho valutato i p-value senza la correzione di bonferroni.

AUCPR\_glm4\_2\_vsa <- pr.curve(glm4\_2\_vsa\_predictions, weights.class0 = validation\_set\_vsa$y == "yes", curve=T)  
AUCPR\_glm4\_2\_vsa

##   
## Precision-recall curve  
##   
## Area under curve (Integral):  
## 0.3396937   
##   
## Area under curve (Davis & Goadrich):  
## 0.3396539   
##   
## Curve for scores from 0.007738038 to 0.8641317   
## ( can be plotted with plot(x) )

plot(AUCPR\_glm4\_2\_vsa)

formula\_glm5\_1 <- y ~ poutcome  
glm5\_1\_vsa <- glm(formula\_glm5\_1, family = "binomial", data = training\_set\_vsa)  
summary(glm5\_1\_vsa)

##   
## Call:  
## glm(formula = formula\_glm5\_1, family = "binomial", data = training\_set\_vsa)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.4414 -0.4384 -0.4384 -0.4384 2.1864   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.91499 0.05495 -34.851 < 2e-16 \*\*\*  
## poutcomeother 0.26313 0.09818 2.680 0.00736 \*\*   
## poutcomesuccess 2.51716 0.08846 28.455 < 2e-16 \*\*\*  
## poutcomeunknown -0.37923 0.05968 -6.354 2.1e-10 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 19589 on 27126 degrees of freedom  
## Residual deviance: 17998 on 27123 degrees of freedom  
## AIC: 18006  
##   
## Number of Fisher Scoring iterations: 5

Alpha = 0.05 / ? Non si sa. Non ha senso fare la forward. Dovresti assumere un numero di variabili che incliderai, ma magari escludi qualcosa che andrebbe messo.

formula\_glm5\_2 <- y~age + job + marital + education + default + balance + housing + loan + contact + pdays + day + month + campaign + previous  
glm5\_2\_vsa <- glm(formula\_glm5\_2, family = "binomial", data = training\_set\_vsa)  
summary(glm5\_2\_vsa)

##   
## Call:  
## glm(formula = formula\_glm5\_2, family = "binomial", data = training\_set\_vsa)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.4020 -0.5136 -0.3912 -0.2297 3.7919   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.352e+00 2.086e-01 -11.274 < 2e-16 \*\*\*  
## age 5.577e-03 2.441e-03 2.285 0.022317 \*   
## jobblue-collar -1.136e-01 8.327e-02 -1.364 0.172682   
## jobentrepreneur -2.330e-01 1.410e-01 -1.653 0.098429 .   
## jobhousemaid -2.748e-01 1.449e-01 -1.896 0.057927 .   
## jobmanagement -6.623e-02 8.297e-02 -0.798 0.424701   
## jobretired 3.267e-01 1.086e-01 3.007 0.002642 \*\*   
## jobself-employed -1.802e-01 1.272e-01 -1.416 0.156660   
## jobservices 1.062e-02 9.306e-02 0.114 0.909150   
## jobstudent 4.190e-01 1.249e-01 3.355 0.000795 \*\*\*  
## jobtechnician -1.097e-02 7.857e-02 -0.140 0.889002   
## jobunemployed 1.743e-01 1.210e-01 1.441 0.149684   
## jobunknown -2.914e-01 2.691e-01 -1.083 0.278875   
## maritalmarried -1.656e-01 6.500e-02 -2.547 0.010858 \*   
## maritalsingle 9.567e-02 7.466e-02 1.281 0.200045   
## educationsecondary 1.541e-01 7.157e-02 2.153 0.031332 \*   
## educationtertiary 3.999e-01 8.281e-02 4.830 1.37e-06 \*\*\*  
## educationunknown 2.265e-01 1.158e-01 1.956 0.050523 .   
## defaultyes -7.774e-02 1.809e-01 -0.430 0.667423   
## balance 2.150e-05 5.693e-06 3.777 0.000159 \*\*\*  
## housingyes -6.507e-01 4.857e-02 -13.398 < 2e-16 \*\*\*  
## loanyes -4.885e-01 6.819e-02 -7.163 7.90e-13 \*\*\*  
## contacttelephone -2.593e-01 8.098e-02 -3.202 0.001364 \*\*   
## contactunknown -1.422e+00 8.201e-02 -17.337 < 2e-16 \*\*\*  
## pdays 9.488e-04 2.090e-04 4.539 5.66e-06 \*\*\*  
## day 3.789e-03 2.780e-03 1.363 0.172929   
## monthfeb 7.335e-01 1.449e-01 5.063 4.12e-07 \*\*\*  
## monthmar 2.171e+00 1.742e-01 12.460 < 2e-16 \*\*\*  
## monthapr 1.030e+00 1.333e-01 7.724 1.12e-14 \*\*\*  
## monthmay 5.549e-01 1.326e-01 4.184 2.86e-05 \*\*\*  
## monthjun 1.289e+00 1.476e-01 8.734 < 2e-16 \*\*\*  
## monthjul 4.001e-01 1.304e-01 3.067 0.002159 \*\*   
## monthaug 2.464e-01 1.327e-01 1.856 0.063399 .   
## monthsep 2.002e+00 1.660e-01 12.060 < 2e-16 \*\*\*  
## monthoct 1.807e+00 1.532e-01 11.790 < 2e-16 \*\*\*  
## monthnov 2.671e-01 1.360e-01 1.964 0.049475 \*   
## monthdec 1.944e+00 2.121e-01 9.162 < 2e-16 \*\*\*  
## campaign -1.020e-01 1.119e-02 -9.117 < 2e-16 \*\*\*  
## previous 4.183e-02 9.080e-03 4.607 4.09e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 19589 on 27126 degrees of freedom  
## Residual deviance: 16973 on 27088 degrees of freedom  
## AIC: 17051  
##   
## Number of Fisher Scoring iterations: 6

glm5\_2\_vsa\_table <- tidy(glm5\_2\_vsa)  
da\_escludere <- glm5\_2\_vsa\_table %>%  
 filter(p.value > 0.05/nrow(a))

Praticamente tutto. è evidente che il test perde di potenza, oppure che i test statistici per questa analisi tendono a considerare il modello non corretto (vedi anche HL). Bisogna rifarsi perciò alla AUC. La step tramite p.value è abortita.

# The train and test set are loaded into your workspace.  
  
# Set random seed. Don't remove this line  
set.seed(1)  
  
# Load the rpart, rattle, rpart.plot and RColorBrewer package  
library("rpart")  
library("rpart.plot")  
library("RColorBrewer")  
library("rattle")

## Rattle: A free graphical interface for data mining with R.  
## Version 3.4.1 Copyright (c) 2006-2014 Togaware Pty Ltd.  
## Type 'rattle()' to shake, rattle, and roll your data.

# Build a tree model: tree  
tree <- rpart(y ~ age + job + marital + balance + housing + loan + contact + day + month + campaign + pdays + previous, data = training\_set\_vsa, method = "class", control=rpart.control(minsplit=5, cp=0.001))  
  
# Draw the decision tree  
pred <- predict(tree, validation\_set\_vsa, type = "class")  
conf <- table(validation\_set\_vsa$y, pred)  
conf

## pred  
## no yes  
## no 7801 215  
## yes 801 225

# Auroc test

test\_set\_vsa$glm3\_vsa\_predictions\_test <- predict(glm3\_vsa, test\_set\_vsa, type="response")

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

AUC\_glm3\_vsa\_test <- roc(test\_set\_vsa$y, test\_set\_vsa$glm3\_vsa\_predictions\_test, levels=c("no", "yes"))  
AUC\_glm3\_vsa\_test$auc

## Area under the curve: 0.766

# Aucpr test

AUCPR\_glm3\_vsa <- pr.curve(test\_set\_vsa$glm3\_vsa\_predictions\_test, weights.class0 = test\_set\_vsa$y == "yes", curve=T)  
AUCPR\_glm3\_vsa

##   
## Precision-recall curve  
##   
## Area under curve (Integral):  
## 0.3650118   
##   
## Area under curve (Davis & Goadrich):  
## 0.3649406   
##   
## Curve for scores from 0.007979179 to 0.8990745   
## ( can be plotted with plot(x) )

# Grafici

plot(AUC\_glm3\_vsa\_test, legacy.axes = TRUE)

##   
## Call:  
## roc.default(response = test\_set\_vsa$y, predictor = test\_set\_vsa$glm3\_vsa\_predictions\_test, levels = c("no", "yes"))  
##   
## Data: test\_set\_vsa$glm3\_vsa\_predictions\_test in 7955 controls (test\_set\_vsa$y no) < 1087 cases (test\_set\_vsa$y yes).  
## Area under the curve: 0.766

plot(AUCPR\_glm3\_vsa)

g\_estim\_prob\_class <- ggplot(data = test\_set\_vsa, aes(x = glm3\_vsa\_predictions\_test, col = y)) +  
 geom\_density()  
g\_estim\_prob\_class

#construisco un dataframe per il plot sensitivuty probability vs cutoff. vedi https://cran.r-project.org/web/packages/ROCR/ROCR.pdf  
  
prediction\_test\_obj <- prediction(predictions = test\_set\_vsa$glm3\_vsa\_predictions\_test, labels = test\_set\_vsa$y)  
tpr\_obj <- performance(prediction\_test\_obj, measure = "tpr")  
fpr\_obj <- performance(prediction\_test\_obj, measure = "spec")  
ppv\_obj <- performance(prediction\_test\_obj, measure = "prec")   
  
sens\_spec\_cutoff\_df\_wide <- data.frame (cutoff = as.numeric( unlist ( tpr\_obj@x.values) ), sensitivity = as.numeric( unlist ( tpr\_obj@y.values) ), specificity = as.numeric( unlist ( fpr\_obj@y.values) ), ppv = as.numeric( unlist (ppv\_obj@y.values) ))  
  
sens\_spec\_cutoff\_df\_tidy <- sens\_spec\_cutoff\_df\_wide %>%  
 gather(key = type\_indicator, value\_indicator, sensitivity:ppv)  
  
g\_sens\_spec\_cutoff <- ggplot(sens\_spec\_cutoff\_df\_tidy, aes(x = cutoff, y = value\_indicator, col = type\_indicator)) +  
 geom\_line() +   
 scale\_x\_continuous(breaks = seq(0.01, 1, 0.02)) +  
 scale\_y\_continuous(breaks = seq(0, 1, 0.05)) +  
 theme(axis.text.x = element\_text(angle = 45, hjust = 1))  
g\_sens\_spec\_cutoff#eccellente!

## Warning in loop\_apply(n, do.ply): Removed 1 rows containing missing values  
## (geom\_path).

Con questo grafico, `g\_sens\_spec\_cutoff``, posso scegliere la soglia di cutoff che desidero e sapere tpr, fpr, ppv all'istante.

# Decisione sulla soglia

sens\_spec\_cutoff\_df\_wide %>%  
 filter(sensitivity > 0.47, sensitivity < 0.53)

## cutoff sensitivity specificity ppv  
## 1 0.1957971 0.4701012 0.9024513 0.3970474  
## 2 0.1955598 0.4710212 0.9024513 0.3975155  
## 3 0.1954559 0.4710212 0.9023256 0.3972071  
## 4 0.1953147 0.4719411 0.9023256 0.3976744  
## 5 0.1952826 0.4719411 0.9021999 0.3973664  
## 6 0.1952626 0.4719411 0.9020742 0.3970588  
## 7 0.1950500 0.4719411 0.9019485 0.3967517  
## 8 0.1949055 0.4719411 0.9018228 0.3964451  
## 9 0.1947558 0.4719411 0.9016970 0.3961390  
## 10 0.1947215 0.4719411 0.9015713 0.3958333  
## 11 0.1946618 0.4719411 0.9014456 0.3955281  
## 12 0.1945417 0.4719411 0.9013199 0.3952234  
## 13 0.1945238 0.4719411 0.9011942 0.3949192  
## 14 0.1944633 0.4719411 0.9010685 0.3946154  
## 15 0.1944410 0.4719411 0.9009428 0.3943121  
## 16 0.1942369 0.4719411 0.9008171 0.3940092  
## 17 0.1942008 0.4719411 0.9006914 0.3937068  
## 18 0.1940493 0.4719411 0.9005657 0.3934049  
## 19 0.1939006 0.4719411 0.9004400 0.3931034  
## 20 0.1938833 0.4719411 0.9003143 0.3928025  
## 21 0.1938698 0.4719411 0.9001886 0.3925019  
## 22 0.1937547 0.4719411 0.9000629 0.3922018  
## 23 0.1937476 0.4719411 0.8999371 0.3919022  
## 24 0.1934196 0.4728611 0.8999371 0.3923664  
## 25 0.1933346 0.4728611 0.8998114 0.3920671  
## 26 0.1931454 0.4728611 0.8996857 0.3917683  
## 27 0.1929933 0.4737810 0.8996857 0.3922315  
## 28 0.1929858 0.4737810 0.8995600 0.3919330  
## 29 0.1929833 0.4737810 0.8994343 0.3916350  
## 30 0.1929498 0.4737810 0.8993086 0.3913374  
## 31 0.1928349 0.4737810 0.8991829 0.3910402  
## 32 0.1926441 0.4737810 0.8990572 0.3907436  
## 33 0.1926038 0.4737810 0.8989315 0.3904473  
## 34 0.1925321 0.4737810 0.8988058 0.3901515  
## 35 0.1925120 0.4737810 0.8986801 0.3898562  
## 36 0.1923975 0.4737810 0.8985544 0.3895613  
## 37 0.1923506 0.4737810 0.8984287 0.3892668  
## 38 0.1921264 0.4737810 0.8983030 0.3889728  
## 39 0.1920746 0.4737810 0.8981772 0.3886792  
## 40 0.1917260 0.4737810 0.8980515 0.3883861  
## 41 0.1917227 0.4737810 0.8979258 0.3880934  
## 42 0.1916278 0.4737810 0.8978001 0.3878012  
## 43 0.1915795 0.4737810 0.8976744 0.3875094  
## 44 0.1913071 0.4737810 0.8975487 0.3872180  
## 45 0.1912966 0.4737810 0.8974230 0.3869271  
## 46 0.1912232 0.4747010 0.8974230 0.3873874  
## 47 0.1910853 0.4747010 0.8972973 0.3870968  
## 48 0.1910223 0.4747010 0.8971716 0.3868066  
## 49 0.1906739 0.4747010 0.8970459 0.3865169  
## 50 0.1906482 0.4747010 0.8969202 0.3862275  
## 51 0.1905339 0.4756210 0.8969202 0.3866866  
## 52 0.1905332 0.4756210 0.8967945 0.3863976  
## 53 0.1904836 0.4765409 0.8967945 0.3868559  
## 54 0.1904556 0.4765409 0.8966688 0.3865672  
## 55 0.1903851 0.4774609 0.8966688 0.3870246  
## 56 0.1903834 0.4774609 0.8965431 0.3867362  
## 57 0.1900495 0.4783809 0.8965431 0.3871929  
## 58 0.1898074 0.4793008 0.8965431 0.3876488  
## 59 0.1897627 0.4793008 0.8964173 0.3873606  
## 60 0.1897009 0.4802208 0.8964173 0.3878158  
## 61 0.1896233 0.4802208 0.8962916 0.3875278  
## 62 0.1895834 0.4802208 0.8961659 0.3872404  
## 63 0.1894827 0.4802208 0.8960402 0.3869533  
## 64 0.1894572 0.4802208 0.8959145 0.3866667  
## 65 0.1894220 0.4802208 0.8957888 0.3863805  
## 66 0.1893915 0.4802208 0.8956631 0.3860947  
## 67 0.1893890 0.4802208 0.8955374 0.3858093  
## 68 0.1893539 0.4811408 0.8955374 0.3862629  
## 69 0.1892683 0.4811408 0.8954117 0.3859779  
## 70 0.1891371 0.4811408 0.8952860 0.3856932  
## 71 0.1889929 0.4811408 0.8951603 0.3854090  
## 72 0.1888395 0.4811408 0.8950346 0.3851252  
## 73 0.1886635 0.4811408 0.8949089 0.3848418  
## 74 0.1885997 0.4811408 0.8947832 0.3845588  
## 75 0.1885880 0.4811408 0.8946574 0.3842763  
## 76 0.1885732 0.4811408 0.8945317 0.3839941  
## 77 0.1885500 0.4811408 0.8944060 0.3837124  
## 78 0.1884728 0.4811408 0.8942803 0.3834311  
## 79 0.1884018 0.4811408 0.8941546 0.3831502  
## 80 0.1882734 0.4820607 0.8941546 0.3836018  
## 81 0.1880996 0.4820607 0.8940289 0.3833211  
## 82 0.1874842 0.4820607 0.8939032 0.3830409  
## 83 0.1873088 0.4820607 0.8937775 0.3827611  
## 84 0.1872882 0.4820607 0.8936518 0.3824818  
## 85 0.1872003 0.4820607 0.8935261 0.3822028  
## 86 0.1870637 0.4820607 0.8934004 0.3819242  
## 87 0.1870618 0.4820607 0.8932747 0.3816460  
## 88 0.1868705 0.4820607 0.8931490 0.3813683  
## 89 0.1867157 0.4829807 0.8931490 0.3818182  
## 90 0.1863848 0.4829807 0.8930233 0.3815407  
## 91 0.1862615 0.4829807 0.8928975 0.3812636  
## 92 0.1862368 0.4829807 0.8927718 0.3809869  
## 93 0.1861681 0.4839006 0.8927718 0.3814358  
## 94 0.1861387 0.4839006 0.8926461 0.3811594  
## 95 0.1861190 0.4839006 0.8925204 0.3808834  
## 96 0.1860730 0.4839006 0.8923947 0.3806078  
## 97 0.1860720 0.4839006 0.8922690 0.3803326  
## 98 0.1860699 0.4839006 0.8921433 0.3800578  
## 99 0.1860094 0.4839006 0.8920176 0.3797834  
## 100 0.1859426 0.4839006 0.8918919 0.3795094  
## 101 0.1858069 0.4839006 0.8917662 0.3792358  
## 102 0.1857711 0.4839006 0.8916405 0.3789625  
## 103 0.1857483 0.4839006 0.8915148 0.3786897  
## 104 0.1857340 0.4839006 0.8913891 0.3784173  
## 105 0.1856945 0.4839006 0.8912634 0.3781452  
## 106 0.1856734 0.4839006 0.8911376 0.3778736  
## 107 0.1854986 0.4839006 0.8910119 0.3776023  
## 108 0.1853490 0.4848206 0.8910119 0.3780488  
## 109 0.1853091 0.4848206 0.8908862 0.3777778  
## 110 0.1852284 0.4848206 0.8907605 0.3775072  
## 111 0.1852251 0.4848206 0.8906348 0.3772369  
## 112 0.1850258 0.4857406 0.8906348 0.3776824  
## 113 0.1850118 0.4857406 0.8905091 0.3774124  
## 114 0.1849070 0.4866605 0.8905091 0.3778571  
## 115 0.1847903 0.4866605 0.8903834 0.3775874  
## 116 0.1845894 0.4866605 0.8902577 0.3773181  
## 117 0.1845804 0.4866605 0.8901320 0.3770492  
## 118 0.1844847 0.4866605 0.8900063 0.3767806  
## 119 0.1843794 0.4866605 0.8898806 0.3765125  
## 120 0.1843302 0.4875805 0.8898806 0.3769559  
## 121 0.1842873 0.4875805 0.8897549 0.3766880  
## 122 0.1842494 0.4875805 0.8896292 0.3764205  
## 123 0.1841244 0.4875805 0.8895035 0.3761533  
## 124 0.1840704 0.4875805 0.8893777 0.3758865  
## 125 0.1840500 0.4875805 0.8892520 0.3756201  
## 126 0.1838929 0.4875805 0.8891263 0.3753541  
## 127 0.1837885 0.4875805 0.8890006 0.3750885  
## 128 0.1837711 0.4885005 0.8890006 0.3755304  
## 129 0.1837540 0.4885005 0.8888749 0.3752650  
## 130 0.1835178 0.4885005 0.8887492 0.3750000  
## 131 0.1834813 0.4885005 0.8886235 0.3747354  
## 132 0.1834659 0.4885005 0.8884978 0.3744711  
## 133 0.1833811 0.4885005 0.8883721 0.3742072  
## 134 0.1833352 0.4885005 0.8882464 0.3739437  
## 135 0.1831999 0.4885005 0.8881207 0.3736805  
## 136 0.1830379 0.4885005 0.8879950 0.3734177  
## 137 0.1830150 0.4885005 0.8878693 0.3731553  
## 138 0.1828916 0.4885005 0.8877436 0.3728933  
## 139 0.1828902 0.4894204 0.8877436 0.3733333  
## 140 0.1828821 0.4894204 0.8876179 0.3730715  
## 141 0.1828435 0.4894204 0.8874921 0.3728101  
## 142 0.1827636 0.4894204 0.8873664 0.3725490  
## 143 0.1827182 0.4894204 0.8872407 0.3722883  
## 144 0.1825815 0.4894204 0.8871150 0.3720280  
## 145 0.1824414 0.4894204 0.8869893 0.3717680  
## 146 0.1823990 0.4894204 0.8868636 0.3715084  
## 147 0.1823473 0.4903404 0.8868636 0.3719470  
## 148 0.1822290 0.4903404 0.8867379 0.3716876  
## 149 0.1820748 0.4903404 0.8866122 0.3714286  
## 150 0.1820255 0.4903404 0.8864865 0.3711699  
## 151 0.1820055 0.4903404 0.8863608 0.3709116  
## 152 0.1819762 0.4912603 0.8863608 0.3713491  
## 153 0.1818428 0.4921803 0.8863608 0.3717860  
## 154 0.1816851 0.4921803 0.8862351 0.3715278  
## 155 0.1816802 0.4921803 0.8861094 0.3712700  
## 156 0.1816729 0.4921803 0.8859837 0.3710125  
## 157 0.1816559 0.4931003 0.8859837 0.3714484  
## 158 0.1816094 0.4931003 0.8858580 0.3711911  
## 159 0.1814125 0.4931003 0.8857322 0.3709343  
## 160 0.1812348 0.4931003 0.8856065 0.3706777  
## 161 0.1812283 0.4931003 0.8854808 0.3704216  
## 162 0.1811851 0.4931003 0.8853551 0.3701657  
## 163 0.1811731 0.4931003 0.8852294 0.3699103  
## 164 0.1809476 0.4931003 0.8851037 0.3696552  
## 165 0.1808707 0.4931003 0.8849780 0.3694004  
## 166 0.1808272 0.4931003 0.8848523 0.3691460  
## 167 0.1808121 0.4931003 0.8847266 0.3688919  
## 168 0.1806823 0.4931003 0.8846009 0.3686382  
## 169 0.1804976 0.4931003 0.8844752 0.3683849  
## 170 0.1803807 0.4931003 0.8843495 0.3681319  
## 171 0.1798724 0.4931003 0.8842238 0.3678792  
## 172 0.1798114 0.4931003 0.8840981 0.3676269  
## 173 0.1796700 0.4940202 0.8840981 0.3680603  
## 174 0.1795897 0.4940202 0.8839723 0.3678082  
## 175 0.1795726 0.4940202 0.8838466 0.3675565  
## 176 0.1795476 0.4940202 0.8837209 0.3673051  
## 177 0.1795227 0.4940202 0.8835952 0.3670540  
## 178 0.1794895 0.4940202 0.8834695 0.3668033  
## 179 0.1792405 0.4940202 0.8833438 0.3665529  
## 180 0.1790263 0.4940202 0.8832181 0.3663029  
## 181 0.1790255 0.4949402 0.8832181 0.3667348  
## 182 0.1789477 0.4949402 0.8830924 0.3664850  
## 183 0.1789122 0.4949402 0.8829667 0.3662355  
## 184 0.1788906 0.4958602 0.8829667 0.3666667  
## 185 0.1787022 0.4958602 0.8828410 0.3664174  
## 186 0.1783559 0.4958602 0.8827153 0.3661685  
## 187 0.1779963 0.4958602 0.8825896 0.3659199  
## 188 0.1779888 0.4958602 0.8824639 0.3656716  
## 189 0.1779712 0.4958602 0.8823382 0.3654237  
## 190 0.1778612 0.4967801 0.8823382 0.3658537  
## 191 0.1777275 0.4967801 0.8822124 0.3656060  
## 192 0.1776705 0.4967801 0.8820867 0.3653586  
## 193 0.1775395 0.4967801 0.8819610 0.3651116  
## 194 0.1774334 0.4967801 0.8818353 0.3648649  
## 195 0.1773975 0.4967801 0.8817096 0.3646185  
## 196 0.1773564 0.4967801 0.8815839 0.3643725  
## 197 0.1772714 0.4967801 0.8814582 0.3641268  
## 198 0.1771082 0.4967801 0.8813325 0.3638814  
## 199 0.1770839 0.4967801 0.8812068 0.3636364  
## 200 0.1769767 0.4967801 0.8810811 0.3633917  
## 201 0.1769764 0.4977001 0.8810811 0.3638198  
## 202 0.1768164 0.4986201 0.8810811 0.3642473  
## 203 0.1766207 0.4995400 0.8810811 0.3646743  
## 204 0.1765403 0.4995400 0.8809554 0.3644295  
## 205 0.1764683 0.4995400 0.8808297 0.3641851  
## 206 0.1764245 0.4995400 0.8807040 0.3639410  
## 207 0.1763968 0.4995400 0.8805783 0.3636973  
## 208 0.1763497 0.4995400 0.8804525 0.3634538  
## 209 0.1763027 0.4995400 0.8803268 0.3632107  
## 210 0.1761450 0.4995400 0.8802011 0.3629679  
## 211 0.1760560 0.4995400 0.8800754 0.3627255  
## 212 0.1758297 0.5004600 0.8800754 0.3631509  
## 213 0.1754478 0.5013799 0.8800754 0.3635757  
## 214 0.1754413 0.5013799 0.8799497 0.3633333  
## 215 0.1753525 0.5013799 0.8798240 0.3630913  
## 216 0.1753433 0.5013799 0.8796983 0.3628495  
## 217 0.1752551 0.5013799 0.8795726 0.3626081  
## 218 0.1749495 0.5013799 0.8794469 0.3623670  
## 219 0.1749489 0.5022999 0.8794469 0.3627907  
## 220 0.1748964 0.5032199 0.8794469 0.3632138  
## 221 0.1748179 0.5032199 0.8793212 0.3629728  
## 222 0.1746895 0.5032199 0.8791955 0.3627321  
## 223 0.1745712 0.5032199 0.8790698 0.3624917  
## 224 0.1744451 0.5041398 0.8790698 0.3629139  
## 225 0.1743366 0.5050598 0.8790698 0.3633355  
## 226 0.1743240 0.5050598 0.8789441 0.3630952  
## 227 0.1742418 0.5050598 0.8788184 0.3628553  
## 228 0.1741868 0.5050598 0.8786926 0.3626156  
## 229 0.1741635 0.5050598 0.8785669 0.3623762  
## 230 0.1740890 0.5050598 0.8784412 0.3621372  
## 231 0.1740206 0.5050598 0.8783155 0.3618985  
## 232 0.1738609 0.5050598 0.8781898 0.3616601  
## 233 0.1737706 0.5050598 0.8780641 0.3614220  
## 234 0.1736390 0.5059798 0.8780641 0.3618421  
## 235 0.1735827 0.5059798 0.8778127 0.3613666  
## 236 0.1735091 0.5068997 0.8776870 0.3615486  
## 237 0.1735067 0.5068997 0.8775613 0.3613115  
## 238 0.1733971 0.5068997 0.8774356 0.3610747  
## 239 0.1733708 0.5068997 0.8773099 0.3608382  
## 240 0.1732165 0.5068997 0.8771842 0.3606021  
## 241 0.1730730 0.5068997 0.8770585 0.3603663  
## 242 0.1730543 0.5068997 0.8769327 0.3601307  
## 243 0.1728905 0.5068997 0.8768070 0.3598955  
## 244 0.1728752 0.5068997 0.8766813 0.3596606  
## 245 0.1728086 0.5068997 0.8765556 0.3594260  
## 246 0.1727111 0.5068997 0.8764299 0.3591917  
## 247 0.1726990 0.5068997 0.8763042 0.3589577  
## 248 0.1726959 0.5068997 0.8761785 0.3587240  
## 249 0.1726769 0.5068997 0.8760528 0.3584906  
## 250 0.1725843 0.5078197 0.8760528 0.3589077  
## 251 0.1725353 0.5078197 0.8759271 0.3586745  
## 252 0.1722684 0.5078197 0.8758014 0.3584416  
## 253 0.1722272 0.5078197 0.8756757 0.3582090  
## 254 0.1721814 0.5078197 0.8755500 0.3579767  
## 255 0.1721168 0.5078197 0.8754243 0.3577447  
## 256 0.1720608 0.5078197 0.8752986 0.3575130  
## 257 0.1719836 0.5078197 0.8751728 0.3572816  
## 258 0.1719501 0.5078197 0.8750471 0.3570505  
## 259 0.1717475 0.5087397 0.8750471 0.3574661  
## 260 0.1716161 0.5087397 0.8749214 0.3572351  
## 261 0.1715939 0.5087397 0.8747957 0.3570045  
## 262 0.1715805 0.5096596 0.8747957 0.3574194  
## 263 0.1715549 0.5096596 0.8746700 0.3571889  
## 264 0.1714694 0.5105796 0.8745443 0.3573728  
## 265 0.1714561 0.5105796 0.8744186 0.3571429  
## 266 0.1714297 0.5105796 0.8742929 0.3569132  
## 267 0.1713537 0.5105796 0.8741672 0.3566838  
## 268 0.1713497 0.5114995 0.8741672 0.3570970  
## 269 0.1712735 0.5124195 0.8740415 0.3572803  
## 270 0.1712314 0.5124195 0.8739158 0.3570513  
## 271 0.1711766 0.5124195 0.8737901 0.3568225  
## 272 0.1711452 0.5124195 0.8736644 0.3565941  
## 273 0.1710837 0.5124195 0.8735387 0.3563660  
## 274 0.1709513 0.5133395 0.8735387 0.3567775  
## 275 0.1709441 0.5142594 0.8735387 0.3571885  
## 276 0.1708085 0.5142594 0.8734129 0.3569604  
## 277 0.1706882 0.5142594 0.8732872 0.3567326  
## 278 0.1705924 0.5142594 0.8731615 0.3565051  
## 279 0.1704851 0.5151794 0.8731615 0.3569152  
## 280 0.1703998 0.5151794 0.8730358 0.3566879  
## 281 0.1703808 0.5151794 0.8729101 0.3564609  
## 282 0.1703787 0.5151794 0.8727844 0.3562341  
## 283 0.1703365 0.5151794 0.8726587 0.3560076  
## 284 0.1703038 0.5151794 0.8725330 0.3557814  
## 285 0.1702397 0.5160994 0.8725330 0.3561905  
## 286 0.1702350 0.5170193 0.8725330 0.3565990  
## 287 0.1701867 0.5170193 0.8724073 0.3563729  
## 288 0.1700537 0.5170193 0.8722816 0.3561470  
## 289 0.1699724 0.5170193 0.8721559 0.3559215  
## 290 0.1696751 0.5170193 0.8720302 0.3556962  
## 291 0.1696601 0.5170193 0.8719045 0.3554712  
## 292 0.1695513 0.5170193 0.8717788 0.3552465  
## 293 0.1695037 0.5170193 0.8716530 0.3550221  
## 294 0.1693031 0.5170193 0.8715273 0.3547980  
## 295 0.1692256 0.5179393 0.8715273 0.3552050  
## 296 0.1690918 0.5188592 0.8715273 0.3556116  
## 297 0.1689219 0.5188592 0.8714016 0.3553875  
## 298 0.1688318 0.5188592 0.8712759 0.3551637  
## 299 0.1687930 0.5188592 0.8711502 0.3549402  
## 300 0.1687845 0.5188592 0.8710245 0.3547170  
## 301 0.1686660 0.5188592 0.8708988 0.3544940  
## 302 0.1686325 0.5188592 0.8707731 0.3542714  
## 303 0.1685214 0.5188592 0.8706474 0.3540490  
## 304 0.1684659 0.5188592 0.8705217 0.3538269  
## 305 0.1684443 0.5197792 0.8705217 0.3542320  
## 306 0.1683749 0.5197792 0.8703960 0.3540100  
## 307 0.1683564 0.5197792 0.8702703 0.3537884  
## 308 0.1683474 0.5197792 0.8701446 0.3535670  
## 309 0.1683175 0.5206992 0.8701446 0.3539712  
## 310 0.1682988 0.5206992 0.8700189 0.3537500  
## 311 0.1682944 0.5206992 0.8698931 0.3535290  
## 312 0.1680783 0.5206992 0.8697674 0.3533084  
## 313 0.1680542 0.5216191 0.8697674 0.3537118  
## 314 0.1679771 0.5216191 0.8696417 0.3534913  
## 315 0.1679515 0.5216191 0.8695160 0.3532710  
## 316 0.1678603 0.5216191 0.8693903 0.3530511  
## 317 0.1677304 0.5216191 0.8692646 0.3528314  
## 318 0.1675829 0.5216191 0.8691389 0.3526119  
## 319 0.1674942 0.5216191 0.8690132 0.3523928  
## 320 0.1674818 0.5216191 0.8688875 0.3521739  
## 321 0.1673908 0.5216191 0.8687618 0.3519553  
## 322 0.1672526 0.5216191 0.8686361 0.3517370  
## 323 0.1671785 0.5225391 0.8686361 0.3521389  
## 324 0.1668779 0.5225391 0.8685104 0.3519207  
## 325 0.1665776 0.5234591 0.8685104 0.3523220  
## 326 0.1663791 0.5234591 0.8683847 0.3521040  
## 327 0.1662760 0.5234591 0.8682590 0.3518862  
## 328 0.1662133 0.5234591 0.8681332 0.3516687  
## 329 0.1662101 0.5234591 0.8680075 0.3514515  
## 330 0.1659588 0.5234591 0.8678818 0.3512346  
## 331 0.1658278 0.5234591 0.8677561 0.3510179  
## 332 0.1657972 0.5243790 0.8677561 0.3514180  
## 333 0.1657825 0.5243790 0.8676304 0.3512015  
## 334 0.1656505 0.5243790 0.8675047 0.3509852  
## 335 0.1656404 0.5243790 0.8673790 0.3507692  
## 336 0.1656342 0.5243790 0.8672533 0.3505535  
## 337 0.1654256 0.5243790 0.8671276 0.3503380  
## 338 0.1654109 0.5243790 0.8670019 0.3501229  
## 339 0.1653623 0.5252990 0.8670019 0.3505218  
## 340 0.1653362 0.5252990 0.8668762 0.3503067  
## 341 0.1652870 0.5252990 0.8667505 0.3500920  
## 342 0.1652616 0.5252990 0.8666248 0.3498775  
## 343 0.1651979 0.5262190 0.8666248 0.3502756  
## 344 0.1651610 0.5262190 0.8664991 0.3500612  
## 345 0.1651422 0.5271389 0.8664991 0.3504587  
## 346 0.1651215 0.5271389 0.8663734 0.3502445  
## 347 0.1650041 0.5271389 0.8662476 0.3500305  
## 348 0.1648698 0.5271389 0.8661219 0.3498168  
## 349 0.1648462 0.5271389 0.8658705 0.3493902  
## 350 0.1647660 0.5271389 0.8657448 0.3491773  
## 351 0.1647503 0.5271389 0.8656191 0.3489647  
## 352 0.1647416 0.5280589 0.8656191 0.3493609  
## 353 0.1647407 0.5280589 0.8654934 0.3491484  
## 354 0.1647154 0.5280589 0.8653677 0.3489362  
## 355 0.1646955 0.5280589 0.8652420 0.3487242  
## 356 0.1646540 0.5289788 0.8652420 0.3491196  
## 357 0.1644638 0.5289788 0.8651163 0.3489078  
## 358 0.1644053 0.5289788 0.8649906 0.3486962  
## 359 0.1641859 0.5289788 0.8648649 0.3484848  
## 360 0.1640599 0.5289788 0.8647392 0.3482738  
## 361 0.1639702 0.5289788 0.8646135 0.3480630  
## 362 0.1639628 0.5289788 0.8644877 0.3478524  
## 363 0.1638220 0.5289788 0.8643620 0.3476421  
## 364 0.1638197 0.5298988 0.8643620 0.3480363  
## 365 0.1637209 0.5298988 0.8642363 0.3478261  
## 366 0.1637158 0.5298988 0.8641106 0.3476162  
## 367 0.1637002 0.5298988 0.8639849 0.3474065

#Quando cutoff = 0.1758297 allora:  
  
sens\_spec\_cutoff\_df\_wide %>%  
 filter(cutoff > 0.1758, cutoff < 0.1759)

## cutoff sensitivity specificity ppv  
## 1 0.1758297 0.50046 0.8800754 0.3631509

#ho un tpr del 50%, un tnr del 88% e un ppv del 36%

La mia soglia è 0.1758

# Confusion matrix

#usa prediction\_test\_obj di rocr, vedi sopra e https://cran.r-project.org/web/packages/ROCR/ROCR.pdf  
test\_set\_vsa$yhat <- factor(as.numeric(test\_set\_vsa$glm3\_vsa\_predictions\_test > 0.1758))  
test\_set\_vsa$yact <- factor(as.numeric(test\_set\_vsa$y == "yes"))  
conf\_matrix <- confusionMatrix(test\_set\_vsa$yhat, test\_set\_vsa$yact, positive ="1")  
conf\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 7001 543  
## 1 954 544  
##   
## Accuracy : 0.8344   
## 95% CI : (0.8266, 0.842)  
## No Information Rate : 0.8798   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.3271   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.50046   
## Specificity : 0.88008   
## Pos Pred Value : 0.36315   
## Neg Pred Value : 0.92802   
## Prevalence : 0.12022   
## Detection Rate : 0.06016   
## Detection Prevalence : 0.16567   
## Balanced Accuracy : 0.69027   
##   
## 'Positive' Class : 1   
##

# Diagnostic likelihood ratio

Non so la prevalence se va calcolata su tutto il dataset o solo sul training. Io direi solo sul training, perché nella CV è il campione che ho a disposizione per qualunque stima. peraltro è identica a quella di tutto il dataset.

ppv\_def <-sens\_spec\_cutoff\_df\_wide$ppv[sens\_spec\_cutoff\_df\_wide$cutoff > 0.1758 & sens\_spec\_cutoff\_df\_wide$cutoff < 0.1759]  
prevalence <- mean(training\_set\_vsa$y == "yes")  
DLRp <- ( (ppv\_def/(1-ppv\_def)) / (prevalence/(1-prevalence)) )  
DLRp #sopra 4, buono.

## [1] 4.30025

# Lift chart cumulato

lift\_df <- data.frame(yact = test\_set\_vsa$yact, y\_pred\_prob = test\_set\_vsa$glm3\_vsa\_predictions\_test)  
lift\_df\_sum <- lift\_df %>%  
 arrange(y\_pred\_prob) %>%  
 mutate(groups = ntile(y\_pred\_prob, 10)) %>%  
 group\_by(groups) %>%  
 summarise(n\_clienti = n(), n\_y = sum(yact == "1")) %>%  
 arrange(desc(groups)) %>%  
 mutate(perc\_clienti = n\_clienti / sum(n\_clienti), perc\_clienti\_positivi = n\_y / sum(n\_y), perc\_cum\_clienti\_pos\_mod = cumsum(perc\_clienti\_positivi), perc\_cum\_clienti = cumsum(perc\_clienti), perc\_cum\_clienti\_pos\_exp = perc\_cum\_clienti) %>%  
 select(groups, perc\_cum\_clienti, perc\_cum\_clienti\_pos\_mod, perc\_cum\_clienti\_pos\_exp) %>%  
 gather(key = type\_indicator, value\_indicator, perc\_cum\_clienti\_pos\_mod:perc\_cum\_clienti\_pos\_exp) %>%  
 ggplot(aes(x = perc\_cum\_clienti, y = value\_indicator, col = type\_indicator)) +   
 geom\_point (size = 3) +   
 geom\_line() +  
 scale\_x\_continuous(breaks = seq(0, 1, 0.1)) +  
 scale\_y\_continuous(breaks = seq(0, 1, 0.1)) +  
 geom\_vline(xintercept = 0.17)  
lift\_df\_sum