**Att-DCRNet with Info-WGANGP**

This repository provides Pytorch implementation for our paper “Att-DCRNet with Info-WGANGP: A Deep Learning Self-Attention Cross Residual Network with Info-WGANGP for Mitotic Cell Patterns Identification in HEp-2 Medical Images”.

This paper proposes the Att-DCRNet with Info-WGANGP for HEp-2 mitotic vs. interphase cell patterns classification. This framework is composed of two cascaded steps. The first is to generate new minority mitotic samples using Info-WGANGP to synthetically balance the skewed training dataset in order to train the downstream Att-DCRNet model.

**Dataset**

The used UQ-SNP\_HEp-2 Task-3 dataset could be downloaded from [here](https://outbox.eait.uq.edu.au/uqawilie/UQSNP_HEp2_datasets/Task%203/).

This implementation follows the Pytorch torchvision dataset library. Therefore, each class of the dataset should be separated in a class-named subfolder inside the dataset parent folder. This configuration should be followed for the training, validation, and testing sets. For example:

|  |  |  |
| --- | --- | --- |
| dataset  | | | |
| |------------- | --------------|------------ | ----------| |
| training | validation | testing |
| |- mitotic | |- mitotic | |- mitotic |
| |-interphase | |-interphase | |-interphase |

**Info-WGANGP**

WGANGP with information maximization (Info-WGANGP) is used for generating new mitotic samples for oversampling purposes. This model is constructed based on the original paper [1]. Our implementation was built based on the original open source Pytorch implementation [[here](https://github.com/bohu615/nu_gan)] Here we provide the Info-WGANGP generating function that used a pre-trained generator to synthesize new mitotic images.

**Usage**

* Synthesized new miotic images using Info-WGANGP:
  + python infoWGANGP\_generator.py --generate\_num 100

The model pretrained weights [download] should be located where the python code is (with subfolder name:'.\model'). The number of synthesized images could be specified using the argument --generate\_num.

**Att-DCRNet**

Here we provide Pytorch implementation of the proposed Self-attention Att-DCRNet, which is an improved version of the baseline DCRNet [2]. The attention mechanism is implemented based on the adopted convolutional-based attention module (CBAM) [3] [[here](https://github.com/Jongchan/attention-module)]

**Usage**

1. Training Att-DCRNet:
   * python AttDCRNet\_Main.py --train\_path YOUR DIRECTORY --val\_path YOUR DIRECTORY

The directories of the training and validation set should be provided (validation set is optional). For listing all arguments:

* + Python AttDCRNet\_Main.py -h

1. Testing Att-DCRNet:
   * python testing.py --test\_path YOUR DIRECTORY --model\_path YOUR DIRECTORY

The directories of the test set folder and the Att-DCRNet model pretrained weights should be provided.

**Requirements**

* Pytorch 1.X
* Python 3

The code is validated under below environment:

Windows 10, RTX 2080 SUPER GPU device, anaconda environment (PyTorch 1.4, CUDA 10.1, Python 3.6))
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