# Provided MLP and LSTM architectures

## Description of MLP

* Input layer: 64 (8\*8 – board size)
* Two hidden layers: 128 and 128 Linear layers
* Output layer: 64 (8\*8 – board size)
* Optimizer: Adam
* Learning rate: 0.001
* Dropout: 0.1
* Epoch: 200 (Early stopping – 20)
* Batch size: 1000
* Len Samples: 1 (one to one)
* Number of parameters:
* The best score on DEV:

## Description of LSTM

* Input layer: 64 (8\*8 – board size)
* One hidden layer: 128 Linear layer
* Output layer: 64 (8\*8 – board size)
* Optimizer: Adam
* Learning rate: 0.005
* Dropout: 0.1
* Epoch: 200 (Early stopping – 20)
* Batch size: 1000
* Len Samples: 5 (sequence to one)
* Number of parameters:
* The best score on DEV:
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