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Italy World Wine, an Italian wine company, needs to improve its marketing methods for selling wine in the United States. In order to increase its performance in the same market, the company aims to acquire a strategic orientation that is more suited to the needs of the US market. To this end, they commissioned a study to determine how several sorts of elements, such as intrinsic and extrinsic product attributes, habits and consumption scenarios, consumer perceptions, and demographic variables, influence the inclination to buy Italian wine on the American market.

knitr::opts\_chunk$set(error = TRUE)

So first of all we load the dataset and exclude all the variables with na as output so that we are left off with just variables with values. We order the rows starting from 1 to the n value of the variables in the original dataset.

wine <- read.table("wine.txt", header = T)  
download <- na.exclude(wine)  
rownames(download) <- 1:nrow(download)  
  
wine<-download  
datawine<-download  
ori<-download  
n<-nrow(wine)

Question 1: Is There a difference in the way consumers perceive Italian wines and other countries’ wines?

We start by creating a binomial variable “div” dividing our into people who prefer to drink Italian Wine and those who drink non-italian Wine. If we compare the answers of the two groups on general Questions. We can understand where there is the difference in perception

s<-rep(0,n)  
  
  
s[ori[,31]!=1]<-"Other Buy"  
s[ori[,31]==1]<-"IT Buy"

Now we need to create factors that we are going to compare

#For you drinking wine signifies  
meaning <- ori[,9]   
meaning[meaning==1]<- "Traveleing"  
meaning[meaning==2]<- "relaxing"  
meaning[meaning==3]<- "romatic"  
meaning[meaning==4]<- "fun"  
meaning[meaning==5]<- "eating"  
meaning[meaning==6]<- "entering cultures"  
meaning[meaning==7]<- "interlectual satisfaction"  
meaning[meaning==8]<- "sensory enjoyment"  
meaning <- factor(meaning)  
wine[,9]<- meaning  
  
# What is your perception of wine as a commercial product?  
  
commer <- ori[,10]  
commer[commer==1]<- "for an elite"  
commer[commer==2]<- "for everybody"  
commer[commer==3]<- "tradional not for young people"  
commer <- factor(commer)  
wine[,10]<- commer  
  
#How much money do you spend on your wine   
money <- ori[,54]  
money[money == 1] <- "7-14"  
money[money == 2] <- "15-21"  
money[money == 3] <- "over"  
money <- factor(money)  
wine[,54] <- money  
  
#which are the important feature while purchasing wine  
  
#place of origin  
origin <- ori[,11]  
origin <- factor(origin)  
wine[,11] <- origin  
  
#quality   
qua <- ori[,15]  
qua <- factor(qua)  
wine[,15] <- qua  
  
#wine brand   
brand <- ori[,12]  
brand <- factor(brand)  
wine[,12] <- brand  
  
#I tend to buy the wines I like and know and very rarely try new ones  
new <- ori[,25]  
new <- factor(new)  
wine[25] <- new  
  
#You judge a wines Italian provenance as?  
jud <- ori[,35]  
jud[jud==1]<- "guarantee of its quality"  
jud[jud ==2]<- "prompts to buy"  
jud[jud==3]<- "irrelevant"  
jud[jud==4]<- "deters from buying"  
jud <- factor(jud)  
wine[,35] <- jud  
  
#compared to american wine italian is?  
comp <- ori[,36]  
comp[comp==1] <-"higher quality"  
comp[comp==2] <-"lower quality"  
comp[comp==3] <-"same quality"  
comp<- factor(comp)  
wine[,36] <- comp  
  
#do you know italian Wine?  
know <- ori[,32]  
know [know==1]<- "yes"  
know [know==2]<- "no"  
know<- factor(know)  
wine[,32] <- know

Now we are able to compare the answers to the different questions. In order to understand the differences in Perception of Wine in the General

Do you know any Italian Wine?

tab1<-table(s,know)  
tab1.prop<-round(prop.table(tab1),3)   
tab1.prop1<-round(prop.table(tab1,1),3)  
tab1.prop2<-round(prop.table(tab1,2),3)  
  
res<-list(addmargins(tab1),  
 addmargins(tab1.prop\*100),  
 addmargins(tab1.prop1\*100,2),  
 addmargins(tab1.prop2\*100,1))  
res

## [[1]]  
## know  
## s no yes Sum  
## IT Buy 17 146 163  
## Other Buy 59 158 217  
## Sum 76 304 380  
##   
## [[2]]  
## know  
## s no yes Sum  
## IT Buy 4.5 38.4 42.9  
## Other Buy 15.5 41.6 57.1  
## Sum 20.0 80.0 100.0  
##   
## [[3]]  
## know  
## s no yes Sum  
## IT Buy 10.4 89.6 100.0  
## Other Buy 27.2 72.8 100.0  
##   
## [[4]]  
## know  
## s no yes  
## IT Buy 22.4 48.0  
## Other Buy 77.6 52.0  
## Sum 100.0 100.0

barchartGC(~know+s, ylim=c(0,320))

## Error in barchartGC(~know + s, ylim = c(0, 320)): could not find function "barchartGC"

The result on the Question is like expected, by comparing the answers in the proportion table, we can see that people who drink Italian have a higher proportion of knowing any Italian wine. Also, there is a small proportion of 17 people who drink italian wine.

Let’s have a look at the way how the different groups choose which wine they buy.

tab1<-table(s,qua) #quality   
tab1.prop<-round(prop.table(tab1),3)   
tab1.prop1<-round(prop.table(tab1,1),3)  
tab1.prop2<-round(prop.table(tab1,2),3)  
  
res<-list(addmargins(tab1),  
 addmargins(tab1.prop\*100),  
 addmargins(tab1.prop1\*100,2),  
 addmargins(tab1.prop2\*100,1))  
res

## [[1]]  
## qua  
## s 1 3 4 5 Sum  
## IT Buy 1 5 51 106 163  
## Other Buy 2 18 58 139 217  
## Sum 3 23 109 245 380  
##   
## [[2]]  
## qua  
## s 1 3 4 5 Sum  
## IT Buy 0.3 1.3 13.4 27.9 42.9  
## Other Buy 0.5 4.7 15.3 36.6 57.1  
## Sum 0.8 6.0 28.7 64.5 100.0  
##   
## [[3]]  
## qua  
## s 1 3 4 5 Sum  
## IT Buy 0.6 3.1 31.3 65.0 100.0  
## Other Buy 0.9 8.3 26.7 64.1 100.0  
##   
## [[4]]  
## qua  
## s 1 3 4 5  
## IT Buy 33.3 21.7 46.8 43.3  
## Other Buy 66.7 78.3 53.2 56.7  
## Sum 100.0 100.0 100.0 100.0

tab1<-table(s,origin)  
tab1.prop<-round(prop.table(tab1),3)   
tab1.prop1<-round(prop.table(tab1,1),3)  
tab1.prop2<-round(prop.table(tab1,2),3)  
  
res<-list(addmargins(tab1),  
 addmargins(tab1.prop\*100),  
 addmargins(tab1.prop1\*100,2),  
 addmargins(tab1.prop2\*100,1))  
res

## [[1]]  
## origin  
## s 1 2 3 4 5 Sum  
## IT Buy 13 10 43 51 46 163  
## Other Buy 23 34 49 63 48 217  
## Sum 36 44 92 114 94 380  
##   
## [[2]]  
## origin  
## s 1 2 3 4 5 Sum  
## IT Buy 3.4 2.6 11.3 13.4 12.1 42.8  
## Other Buy 6.1 8.9 12.9 16.6 12.6 57.1  
## Sum 9.5 11.5 24.2 30.0 24.7 99.9  
##   
## [[3]]  
## origin  
## s 1 2 3 4 5 Sum  
## IT Buy 8.0 6.1 26.4 31.3 28.2 100.0  
## Other Buy 10.6 15.7 22.6 29.0 22.1 100.0  
##   
## [[4]]  
## origin  
## s 1 2 3 4 5  
## IT Buy 36.1 22.7 46.7 44.7 48.9  
## Other Buy 63.9 77.3 53.3 55.3 51.1  
## Sum 100.0 100.0 100.0 100.0 100.0

tab1<-table(s,brand)  
tab1.prop<-round(prop.table(tab1),3)   
tab1.prop1<-round(prop.table(tab1,1),3)  
tab1.prop2<-round(prop.table(tab1,2),3)  
  
res<-list(addmargins(tab1),  
 addmargins(tab1.prop\*100),  
 addmargins(tab1.prop1\*100,2),  
 addmargins(tab1.prop2\*100,1))  
res

## [[1]]  
## brand  
## s 1 2 3 4 5 Sum  
## IT Buy 17 25 57 49 15 163  
## Other Buy 33 47 56 60 21 217  
## Sum 50 72 113 109 36 380  
##   
## [[2]]  
## brand  
## s 1 2 3 4 5 Sum  
## IT Buy 4.5 6.6 15.0 12.9 3.9 42.9  
## Other Buy 8.7 12.4 14.7 15.8 5.5 57.1  
## Sum 13.2 19.0 29.7 28.7 9.4 100.0  
##   
## [[3]]  
## brand  
## s 1 2 3 4 5 Sum  
## IT Buy 10.4 15.3 35.0 30.1 9.2 100.0  
## Other Buy 15.2 21.7 25.8 27.6 9.7 100.0  
##   
## [[4]]  
## brand  
## s 1 2 3 4 5  
## IT Buy 34.0 34.7 50.4 45.0 41.7  
## Other Buy 66.0 65.3 49.6 55.0 58.3  
## Sum 100.0 100.0 100.0 100.0 100.0

Looking on these numbers we can clearly see, that the group of Italian wine drinkers. Values origin and quality are higher when choosing a wine. In terms of brand, the numbers are more or less the same.

For you drinking wine signifies?

tab1<-table(s,meaning)  
tab1.prop<-round(prop.table(tab1),3)   
tab1.prop1<-round(prop.table(tab1,1),3)  
tab1.prop2<-round(prop.table(tab1,2),3)  
  
res<-list(addmargins(tab1),  
 addmargins(tab1.prop\*100),  
 addmargins(tab1.prop1\*100,2),  
 addmargins(tab1.prop2\*100,1))  
barchartGC(~meaning+s, ylim=c(0,300))

## Error in barchartGC(~meaning + s, ylim = c(0, 300)): could not find function "barchartGC"

You judge a wine’s Italian provenance as…

tab1<-table(s,jud)  
  
tab1.prop<-round(prop.table(tab1),3)   
tab1.prop1<-round(prop.table(tab1,1),3)  
tab1.prop2<-round(prop.table(tab1,2),3)  
  
res<-list(addmargins(tab1),  
 addmargins(tab1.prop\*100),  
 addmargins(tab1.prop1\*100,2),  
 addmargins(tab1.prop2\*100,1))  
res

## [[1]]  
## jud  
## s guarantee of its quality irrelevant prompts to buy Sum  
## IT Buy 57 33 73 163  
## Other Buy 50 77 90 217  
## Sum 107 110 163 380  
##   
## [[2]]  
## jud  
## s guarantee of its quality irrelevant prompts to buy Sum  
## IT Buy 15.0 8.7 19.2 42.9  
## Other Buy 13.2 20.3 23.7 57.2  
## Sum 28.2 29.0 42.9 100.1  
##   
## [[3]]  
## jud  
## s guarantee of its quality irrelevant prompts to buy Sum  
## IT Buy 35.0 20.2 44.8 100.0  
## Other Buy 23.0 35.5 41.5 100.0  
##   
## [[4]]  
## jud  
## s guarantee of its quality irrelevant prompts to buy  
## IT Buy 53.3 30.0 44.8  
## Other Buy 46.7 70.0 55.2  
## Sum 100.0 100.0 100.0

barchartGC(~jud, ylim=c(0,180))

## Error in barchartGC(~jud, ylim = c(0, 180)): could not find function "barchartGC"

barchartGC(~jud+s, ylim=c(0,180))

## Error in barchartGC(~jud + s, ylim = c(0, 180)): could not find function "barchartGC"

proptestGC(~s+jud, success = "prompts to buy", p=0, graph = T,first = "IT Buy", alternative = "two.sided" )

## Error in proptestGC(~s + jud, success = "prompts to buy", p = 0, graph = T, : could not find function "proptestGC"

By having an look on this we see that the P-value of interference is quite high. So we can say that the proportion of consumers that are prompt to buy italian wine, is equally dived over the two groups

proptestGC(~s+jud, success = "guarantee of its quality", p=0, graph = T, first = "IT Buy", alternative = "two.sided" )

## Error in proptestGC(~s + jud, success = "guarantee of its quality", p = 0, : could not find function "proptestGC"

By performing the same test on the guarantee of its quality section. We can see that the P-value is low, so the proportion of consumers is higher among the usual italian wine drinkers

Last but not least, we can also see that on large italian wine drinkers spend more money on wine

tab1<-table(s,money)  
  
tab1.prop<-round(prop.table(tab1),3)   
tab1.prop1<-round(prop.table(tab1,1),3)  
tab1.prop2<-round(prop.table(tab1,2),3)  
  
res<-list(addmargins(tab1),  
 addmargins(tab1.prop\*100),  
 addmargins(tab1.prop1\*100,2),  
 addmargins(tab1.prop2\*100,1))  
res

## [[1]]  
## money  
## s 15-21 7-14 over Sum  
## IT Buy 41 4 118 163  
## Other Buy 67 9 141 217  
## Sum 108 13 259 380  
##   
## [[2]]  
## money  
## s 15-21 7-14 over Sum  
## IT Buy 10.8 1.1 31.1 43.0  
## Other Buy 17.6 2.4 37.1 57.1  
## Sum 28.4 3.5 68.2 100.1  
##   
## [[3]]  
## money  
## s 15-21 7-14 over Sum  
## IT Buy 25.2 2.5 72.4 100.1  
## Other Buy 30.9 4.1 65.0 100.0  
##   
## [[4]]  
## money  
## s 15-21 7-14 over  
## IT Buy 38.0 30.8 45.6  
## Other Buy 62.0 69.2 54.4  
## Sum 100.0 100.0 100.0

barchartGC(~money, ylim=c(0,180))

## Error in barchartGC(~money, ylim = c(0, 180)): could not find function "barchartGC"

Question 2: What are the key factors in obtaining success on the American market? (developing a strong brand? Red wines? White wines?, wines with particular characteristics?)

First we load the and remove all the NA data

par(mfrow=c(2,2),cex=0.8,cex.main=1,cex.axis=0.9)  
for (i in 36:43){  
freq<-table(datawine[,i+1])  
bp<-barplot(freq,ylim=c(0,max(freq)\*(1+0.5)),  
main=colnames(datawine)[i+1])  
text(bp, freq, labels=freq,pos=3)  
}
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par(mfrow=c(2,2),cex=0.6,cex.main=1, cex.axis=0.9)

dataw<-na.exclude(datawine)  
rownames(dataw)<-1:nrow(dataw)  
data<-dataw  
original<-dataw  
n<-nrow(data)

We use the generalized linear model to create a linear regression using a binomial variable of success ##Success on Quality and willingness to buy We create a binomial variable success based on v35 that report 1 if the respondent chose “Superior quality” or “prompt to buy”, and 0 for the others

win<-rep(0,n)  
win[original[,35] == 1 || original[,35] ==2]<-1  
  
win[original[,35] ==3 ]<-0  
win<-factor(win)

I used the generalized linear model, which is a more flexible generalization of ordinary linear regression that allows for response variables that have error distribution models other than a normal distribution.

lmodel<-glm(win~data[,11] + data[,12]+ data[,13] + data[, 14] + data[,15] + data[, 16] + data[, 17] + data[, 18] + data[,19] + data[,20]+ data[,21] + data[,22] + data[, 23] + data[, 24] + data[,37]+ data[,38] + data[, 39] + data[, 40] + data[, 41] + data[, 42] + data[, 43] + data[, 44],family=binomial(link="logit"))  
summary(lmodel)

##   
## Call:  
## glm(formula = win ~ data[, 11] + data[, 12] + data[, 13] + data[,   
## 14] + data[, 15] + data[, 16] + data[, 17] + data[, 18] +   
## data[, 19] + data[, 20] + data[, 21] + data[, 22] + data[,   
## 23] + data[, 24] + data[, 37] + data[, 38] + data[, 39] +   
## data[, 40] + data[, 41] + data[, 42] + data[, 43] + data[,   
## 44], family = binomial(link = "logit"))  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.6450 -0.6441 0.4814 0.7157 2.2620   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.301597 1.499978 -0.201 0.8406   
## data[, 11] 0.159547 0.144307 1.106 0.2689   
## data[, 12] -0.027831 0.158778 -0.175 0.8609   
## data[, 13] -0.357359 0.150224 -2.379 0.0174 \*   
## data[, 14] 0.035658 0.139253 0.256 0.7979   
## data[, 15] -0.183716 0.215659 -0.852 0.3943   
## data[, 16] 0.277273 0.139562 1.987 0.0470 \*   
## data[, 17] -0.069773 0.133733 -0.522 0.6019   
## data[, 18] 0.037280 0.154050 0.242 0.8088   
## data[, 19] 0.663837 0.152416 4.355 1.33e-05 \*\*\*  
## data[, 20] -0.160403 0.127609 -1.257 0.2088   
## data[, 21] 0.315256 0.143555 2.196 0.0281 \*   
## data[, 22] -0.009064 0.135753 -0.067 0.9468   
## data[, 23] 0.019813 0.167423 0.118 0.9058   
## data[, 24] 0.330299 0.138896 2.378 0.0174 \*   
## data[, 37] 0.112923 0.131928 0.856 0.3920   
## data[, 38] 0.055869 0.137348 0.407 0.6842   
## data[, 39] 0.013680 0.111297 0.123 0.9022   
## data[, 40] -0.106117 0.142289 -0.746 0.4558   
## data[, 41] -0.098554 0.124477 -0.792 0.4285   
## data[, 42] 0.097432 0.112781 0.864 0.3876   
## data[, 43] -0.174761 0.176199 -0.992 0.3213   
## data[, 44] -0.286606 0.129044 -2.221 0.0264 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 457.28 on 379 degrees of freedom  
## Residual deviance: 356.61 on 357 degrees of freedom  
## AIC: 402.61  
##   
## Number of Fisher Scoring iterations: 5

We observe that the relevant variables are Price, Information provided on the label, Provenance on the label, Description of taste and aroma on the label, Wines history and White wine because they have the lowest p-value associated with the value in the z value column. We make a logistic regression using only the relevant factor to check if we are able to predict the success of Italian wine knowing the relevant factor.

print(paste("likelihood ratio test, pvalue", round(with(lmodel,  
pchisq(null.deviance - deviance, df.null - df.residual, lower.tail = FALSE)), 5)))

## [1] "likelihood ratio test, pvalue 0"

nullmodel<-glm(win ~ 1, family = binomial(link = "logit"))  
print(paste("pseudo R-squared:", round(1 - logLik(lmodel) / logLik(nullmodel),  
3)))

## [1] "pseudo R-squared: 0.22"

model<-glm(win~ data[, 14] + data[, 16] + data[,19] + data[,21] + data[, 24] + data[,44] ,family=binomial(link="logit"))  
summary(model)

##   
## Call:  
## glm(formula = win ~ data[, 14] + data[, 16] + data[, 19] + data[,   
## 21] + data[, 24] + data[, 44], family = binomial(link = "logit"))  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4008 -0.7484 0.4967 0.7387 2.1970   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.85593 0.72640 -3.932 8.44e-05 \*\*\*  
## data[, 14] 0.06399 0.12465 0.513 0.6077   
## data[, 16] 0.24499 0.11984 2.044 0.0409 \*   
## data[, 19] 0.67775 0.10979 6.173 6.70e-10 \*\*\*  
## data[, 21] 0.24294 0.12271 1.980 0.0477 \*   
## data[, 24] 0.22900 0.11991 1.910 0.0562 .   
## data[, 44] -0.23061 0.10925 -2.111 0.0348 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 457.28 on 379 degrees of freedom  
## Residual deviance: 370.42 on 373 degrees of freedom  
## AIC: 384.42  
##   
## Number of Fisher Scoring iterations: 4

we compare lmodel which is our original model with the null model, which is the intercept model. We do reject the null model if the values are smaller than 0.05.

We proceeded then to calculate the pseudo r squared, which cannot be tested, ranges between 0 and 1 and is used especially when comparing two models. In this case we get 0.19

print(paste("likelihood ratio test, pvalue:",round(with(model,  
pchisq(null.deviance - deviance, df.null - df.residual,lower.tail = FALSE)), 5)))

## [1] "likelihood ratio test, pvalue: 0"

nullmodel <- glm(win ~ 1, family = binomial(link = "logit"))  
print(paste("pseudo R-squared:", round(1 - logLik(model) / logLik(nullmodel),  
3)))

## [1] "pseudo R-squared: 0.19"

We use the set seed function to be sure that the results are as reliable as possible. we choose as argument the whole set of values contained in these variables, selecting a sample of 150.

set.seed(n)  
  
index.tr<-sample(c(1:n),150)  
  
trmodel1<-glm( win[index.tr] ~ data[index.tr, 14] + data[index.tr, 16] + data[index.tr, 19] + data[index.tr, 21] + data[index.tr, 24]+ data[index.tr, 44],family=binomial(link='logit'))  
train.index<-index.tr  
test.index<-seq(1:n)[-train.index]  
test<-data.frame(cbind(data[test.index, 13], data[test.index, 16], data[test.index, 19], data[test.index, 21], data[test.index, 24], data[test.index, 44]))  
predicted1<-exp(trmodel1$coefficients[1]+ trmodel1$coefficients[2:7]%\*%t(test))/(1+exp(trmodel1$coefficients[1]+ trmodel1$coefficients[2:7]%\*%t(test)))  
  
predicted<-ifelse(predicted1>0.5,1,0)  
  
table(win[test.index], predicted)

## predicted  
## 0 1  
## 0 30 41  
## 1 7 152

We organize the test dataset into a dataframe so that we can move on to calculate the predicted probabilities.

We assign the value 1 for the “superior quality” or “prompt to buy” like we did at the beginning, to predict probabilities larger than 0.5.

Finally we calculate the accuracy of this model, in this case 0.21: the misclassification error is given by the proportion of cases where we fail to predict the correct response, calculated through the mean obtained by the number of responses predicted not corresponding to the actual na.rm refers to the logical parameter that tells the function whether or not to remove NA values from the calculation, in this case yes.

The accuracy is the percentage of cases where we correctly classify: equal to 1-misclassification error

round(prop.table(table(win[test.index],predicted),1),2)

## predicted  
## 0 1  
## 0 0.42 0.58  
## 1 0.04 0.96

misClassificError <- mean(predicted!= win[test.index], na.rm=T)  
print(paste("misClassification Error:", round(misClassificError,2)))

## [1] "misClassification Error: 0.21"

print(paste("Accuracy:",round(1-misClassificError,2)))

## [1] "Accuracy: 0.79"

The predictive model has a quite good accuracy of 79%, but looking at the confusion matrix we can observe that the model is not good to predict the unsuccess of Italian wine.

##Conclusion Looking at the calculated relapse we notice that shoppers of Italian wine are not price sensitive, since the evaluated std of the variable cost is negative, and pay consideration to the information given on the label. Among the information on the two that are related to the success of Italian wine are the provenance of the wine and the portrayal of taste and aroma. The negative sign of the variable white wine implies that the more the buyer like white wines the less they may have a positive judge on Italian wine. These comes about affirm that too habitual Italian wine customers are not cost touchy and lean toward ruddy wine, whereas there’s no correlation between routine Italian wine utilization and the bundling of wine.

Question 3

data[, 37:44][is.na(data[, 37:44])] <- 3  
correlation<-round(cor(data[,37:44]),3)  
#change the names of the variables to have them in a more compact format in the output  
colnames(correlation)<-c("Dryness","Sweet","Oak","Fruity","Still","Spark","Red","White")  
rownames(correlation)<-c("Dryness","Sweet","Oak","Fruity","Still","Spark","Red","White")  
correlation

## Dryness Sweet Oak Fruity Still Spark Red White  
## Dryness 1.000 -0.425 0.025 -0.192 0.180 0.073 0.255 0.060  
## Sweet -0.425 1.000 -0.032 0.259 -0.160 -0.087 -0.224 0.051  
## Oak 0.025 -0.032 1.000 -0.110 -0.041 -0.218 0.067 -0.091  
## Fruity -0.192 0.259 -0.110 1.000 -0.038 0.198 0.014 0.164  
## Still 0.180 -0.160 -0.041 -0.038 1.000 0.070 0.213 0.066  
## Spark 0.073 -0.087 -0.218 0.198 0.070 1.000 -0.057 0.361  
## Red 0.255 -0.224 0.067 0.014 0.213 -0.057 1.000 -0.196  
## White 0.060 0.051 -0.091 0.164 0.066 0.361 -0.196 1.000

library(psych)

## Warning: package 'psych' was built under R version 4.0.5

KMO(data[,37:44])

## Kaiser-Meyer-Olkin factor adequacy  
## Call: KMO(r = data[, 37:44])  
## Overall MSA = 0.59  
## MSA for each item =   
## Dryness Sweet Oak Fruity Still Spark Red White   
## 0.62 0.62 0.63 0.57 0.67 0.56 0.56 0.53

cortest.bartlett(data[,37:44])

## R was not square, finding R from data

## $chisq  
## [1] 299.1622  
##   
## $p.value  
## [1] 3.597914e-47  
##   
## $df  
## [1] 28

Fanalysis<-factanal(data[,37:44],3)  
Fanalysis

##   
## Call:  
## factanal(x = data[, 37:44], factors = 3)  
##   
## Uniquenesses:  
## Dryness Sweet Oak Fruity Still Spark Red White   
## 0.622 0.513 0.919 0.713 0.906 0.490 0.005 0.720   
##   
## Loadings:  
## Factor1 Factor2 Factor3  
## Dryness 0.594 0.156   
## Sweet -0.691   
## Oak -0.282   
## Fruity -0.386 0.151 0.340   
## Still 0.223 0.194   
## Spark 0.112 0.703   
## Red 0.185 0.964 -0.178   
## White -0.110 0.518   
##   
## Factor1 Factor2 Factor3  
## SS loadings 1.077 1.038 0.998  
## Proportion Var 0.135 0.130 0.125  
## Cumulative Var 0.135 0.264 0.389  
##   
## Test of the hypothesis that 3 factors are sufficient.  
## The chi square statistic is 9.51 on 7 degrees of freedom.  
## The p-value is 0.218

Fanalysis3<-factanal(data[,37:44],3, rotation="varimax",scores="regression")  
Fanalysis3

##   
## Call:  
## factanal(x = data[, 37:44], factors = 3, scores = "regression", rotation = "varimax")  
##   
## Uniquenesses:  
## Dryness Sweet Oak Fruity Still Spark Red White   
## 0.622 0.513 0.919 0.713 0.906 0.490 0.005 0.720   
##   
## Loadings:  
## Factor1 Factor2 Factor3  
## Dryness 0.594 0.156   
## Sweet -0.691   
## Oak -0.282   
## Fruity -0.386 0.151 0.340   
## Still 0.223 0.194   
## Spark 0.112 0.703   
## Red 0.185 0.964 -0.178   
## White -0.110 0.518   
##   
## Factor1 Factor2 Factor3  
## SS loadings 1.077 1.038 0.998  
## Proportion Var 0.135 0.130 0.125  
## Cumulative Var 0.135 0.264 0.389  
##   
## Test of the hypothesis that 3 factors are sufficient.  
## The chi square statistic is 9.51 on 7 degrees of freedom.  
## The p-value is 0.218

#We will analyse the mouth feeling, the color and the taste in order to understand if the customer's perception in multidimensional  
f.scores<-Fanalysis3$scores  
  
mouth\_feel<-f.scores[,1]  
colour<- f.scores[,2]  
Taste<- f.scores[,3]  
  
f.load <-Fanalysis3$loadings  
  
cluster\_data <-f.scores  
  
distance\_matrix<- dist(cluster\_data, method = "euclidean")  
  
clu<-hclust(distance\_matrix, method = "ward.D")  
plot (clu, xlab = "", ylab= "", hang =-1, cex=0.6)  
m<-rect.hclust(clu, k=4,which = c(1,2,3,4), border = 1:4)

![](data:image/png;base64,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)

QUESTION 3

#It's crucial to visualize the scores of different attributes through frequency plots  
Pinto<-cleandata

## Error in eval(expr, envir, enclos): object 'cleandata' not found

#setting the plot  
par(mfrow=c(2,4), cex=0.3, cex.main=2, cex.axis= 1)  
for(i in 37:44){  
   
 fre<-table(Pinto[,i])   
   
 fre.p <- round(fre/dim(data)[1]\*100,1)   
   
 bp <- barplot(fre.p, ylim=c(0, max(fre.p)\*(1+0.5)),   
 main=colnames(data[i]))  
   
 text(bp, fre.p, label=paste(fre.p, "%"), pos=3, cex=1.5)  
}

## Error in table(Pinto[, i]): object 'Pinto' not found

test\_results<-matrix(0,3,8)  
  
for (i in 1:8){  
 #mean of the attribute scores greater than the indifference level  
 if (mean(Pinto[,36+i])>3){  
   
 t\_test<-t.test(Pinto[,36+i], data=Pinto, mu=3, alternative = "greater")  
 test\_results[1,i]<- t\_test$estimate  
 test\_results[2,i]<- t\_test$statistic  
 test\_results[3,i] <- t\_test$p.value  
   
 }  
 #mean of the attribute scores equal or lower than the indifference level  
 else{  
 t\_test<-t.test(Pinto[,36+i], data=Pinto, mu=3, alternative = "less")  
 test\_results[1,i]<- t\_test$estimate  
 test\_results[2,i]<- t\_test$statistic  
 test\_results[3,i] <- t\_test$p.value  
 }  
   
   
}

## Error in mean(Pinto[, 36 + i]): object 'Pinto' not found

colnames(test\_results)<-c(colnames(Pinto[37:44]))

## Error in is.data.frame(x): object 'Pinto' not found

rownames(test\_results) <- c("mean", "t-test", "p-value")  
test\_results

## [,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8]  
## mean 0 0 0 0 0 0 0 0  
## t-test 0 0 0 0 0 0 0 0  
## p-value 0 0 0 0 0 0 0 0

Dryness: has a significant positive impact on participants’ perception. Since the p-value is next to 0, we reject the hypothesis that the mean of the scores for this attribute is next to the level of indifference 3.

Sweetness: has a significant negative impact on participants’ perceptions. Since the p-value is next to 0, we reject the hypothesis that the mean of the scores for this attribute is next to the level of indifference 3.

Oaktaste: does not have a significant impact on participants’ perception. Since the p-value is 11.38, far above the 5% level of significance, we cant reject the H0.

Fruitytaste: has a positive impact on the participants’ perception. The p-value is lower than 5% but, if we compare its t-test with the ones of attributes like dryness and sweetness, we can state that respondents attitude toward this characteristic is less significant.

Still: has a significant positive impact on the participants’ perception. Since the p-value is next to 0, we reject the hypothesis that the mean of the scores for this attribute is next to the level of indifference 3.

Spark: has a positive impact on the participants’ perception. Since the p-value is next to 0, we reject the hypothesis that the mean of the scores for this attribute is next to the level of indifference 3. Despite this, the p-value of this attribute is significantly greater than the ones of attributes like dryness and sweetness and its t-test is lower. Therefore we can accept the H1 but we have to underline that it has a smaller impact on respondents perception.

Red: has a significant positive impact on the participants’ perception. Since the p-value is next to 0, we reject the hypothesis that the mean of the scores for this attribute is next to the level of indifference 3.

White: has a significant positive impact on the participants’ perception. Since the p-value is next to 0, we reject the hypothesis that the mean of the scores for this attribute is next to the level of indifference 3.

#Put the attributes on a scale from the most impacting attribute to the least impacting one  
most\_imp<- order(test\_results[3,])  
  
test\_results<-test\_results[, most\_imp]  
  
colnames(test\_results)

## NULL

#Build a correlation table to see if there is any correlation  
data[, 37:44][is.na(data[, 37:44])] <- 3  
correlation<-round(cor(data[,37:44]),3)  
#change the names of the variables to have them in a more compact format in the output  
colnames(correlation)<-c("Dryness","Sweet","Oak","Fruity","Still","Spark","Red","White")  
rownames(correlation)<-c("Dryness","Sweet","Oak","Fruity","Still","Spark","Red","White")  
correlation

## Dryness Sweet Oak Fruity Still Spark Red White  
## Dryness 1.000 -0.425 0.025 -0.192 0.180 0.073 0.255 0.060  
## Sweet -0.425 1.000 -0.032 0.259 -0.160 -0.087 -0.224 0.051  
## Oak 0.025 -0.032 1.000 -0.110 -0.041 -0.218 0.067 -0.091  
## Fruity -0.192 0.259 -0.110 1.000 -0.038 0.198 0.014 0.164  
## Still 0.180 -0.160 -0.041 -0.038 1.000 0.070 0.213 0.066  
## Spark 0.073 -0.087 -0.218 0.198 0.070 1.000 -0.057 0.361  
## Red 0.255 -0.224 0.067 0.014 0.213 -0.057 1.000 -0.196  
## White 0.060 0.051 -0.091 0.164 0.066 0.361 -0.196 1.000

#Perform a KMO test to see if we can exploit the correlation  
library(psych)  
KMO(data[,37:44])

## Kaiser-Meyer-Olkin factor adequacy  
## Call: KMO(r = data[, 37:44])  
## Overall MSA = 0.59  
## MSA for each item =   
## Dryness Sweet Oak Fruity Still Spark Red White   
## 0.62 0.62 0.63 0.57 0.67 0.56 0.56 0.53

#The overall MSA is quite low (lower than 0.7 as it is suggested) but usually marketers accept a overall MSA>0.5  
#Perform a Barlett test to get to know the chi-square test for independence  
cortest.bartlett(data[,37:44])

## R was not square, finding R from data

## $chisq  
## [1] 299.1622  
##   
## $p.value  
## [1] 3.597914e-47  
##   
## $df  
## [1] 28

#The chi-square test for independence, p-value is very low therefore we reject the hypothesis that the variables are independent.

Now we can proceed with the factorial analysis:

Fanalysis<-factanal(data[,37:44],3)  
Fanalysis

##   
## Call:  
## factanal(x = data[, 37:44], factors = 3)  
##   
## Uniquenesses:  
## Dryness Sweet Oak Fruity Still Spark Red White   
## 0.622 0.513 0.919 0.713 0.906 0.490 0.005 0.720   
##   
## Loadings:  
## Factor1 Factor2 Factor3  
## Dryness 0.594 0.156   
## Sweet -0.691   
## Oak -0.282   
## Fruity -0.386 0.151 0.340   
## Still 0.223 0.194   
## Spark 0.112 0.703   
## Red 0.185 0.964 -0.178   
## White -0.110 0.518   
##   
## Factor1 Factor2 Factor3  
## SS loadings 1.077 1.038 0.998  
## Proportion Var 0.135 0.130 0.125  
## Cumulative Var 0.135 0.264 0.389  
##   
## Test of the hypothesis that 3 factors are sufficient.  
## The chi square statistic is 9.51 on 7 degrees of freedom.  
## The p-value is 0.218

Fanalysis3<-factanal(data[,37:44],3, rotation="varimax",scores="regression")  
Fanalysis3

##   
## Call:  
## factanal(x = data[, 37:44], factors = 3, scores = "regression", rotation = "varimax")  
##   
## Uniquenesses:  
## Dryness Sweet Oak Fruity Still Spark Red White   
## 0.622 0.513 0.919 0.713 0.906 0.490 0.005 0.720   
##   
## Loadings:  
## Factor1 Factor2 Factor3  
## Dryness 0.594 0.156   
## Sweet -0.691   
## Oak -0.282   
## Fruity -0.386 0.151 0.340   
## Still 0.223 0.194   
## Spark 0.112 0.703   
## Red 0.185 0.964 -0.178   
## White -0.110 0.518   
##   
## Factor1 Factor2 Factor3  
## SS loadings 1.077 1.038 0.998  
## Proportion Var 0.135 0.130 0.125  
## Cumulative Var 0.135 0.264 0.389  
##   
## Test of the hypothesis that 3 factors are sufficient.  
## The chi square statistic is 9.51 on 7 degrees of freedom.  
## The p-value is 0.218

Despite the cumulative variance is a bit low, the p-value allow us to validate the correlation structure. The factors are going to be: F1: mouth feel –> is described as dryness and roughness rather than a taste and it is subject to the presence/absence of sugar. F2: color –> this factor is correlated with the attributes Red and White which are the possible colors of the wine. F3: Taste –> this factor is strongly correlated with the fruity taste and sparkling, attributes correlated with the aroma of the wine. Now we can tell that the respondents’ perception is a multidimensional trait.

#We will analyse the mouth feeling, the color and the taste in order to understand if the customer's perception in multidimensional  
fact.scores<-Fanalysis3$scores  
  
mouth\_feel<-fact.scores[,1]  
colour<- fact.scores[,2]  
Taste<- fact.scores[,3]  
  
fact.load <-Fanalysis3$loadings  
  
cluster\_data <-fact.scores  
  
distance\_matrix<- dist(cluster\_data, method = "euclidean")  
  
clu<-hclust(distance\_matrix, method = "ward.D")  
plot (clu, xlab = "", ylab= "", hang =-1, cex=0.6)  
membership<-rect.hclust(clu, k=4,which = c(1,2,3,4), border = 1:4)
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memb<-cutree(clu, k=4)  
clu.scores<-matrix(0,4,3)  
  
rownames(clu.scores)<-c("clu1", "clu2", "clu3", "clu4")  
  
for (i in 1:4){  
 for (j in 1:3){  
 clu.scores[i,j]<-round(mean(fact.scores[memb==i,j]),3)  
 }  
}  
  
colnames(clu.scores)<-c("mouth feel", "colour", "Taste")  
clu.scores

## mouth feel colour Taste  
## clu1 -0.510 0.521 0.071  
## clu2 -0.081 -1.478 0.272  
## clu3 0.503 0.305 -0.872  
## clu4 0.677 0.599 0.903

From here we can recognize 4 different types customers: Cluster 1: coloursensitivecustomer/tasteindifferentcustomers –> they select their wines giving particular attention to wine’s color. Moreover they are really indifferent to its taste. Cluster 2: tastesensitivecustomer –> they have a really taste score and they don’t care about mouth feel and color Cluster 3: colourindifferentcustomers/mouthfeelsensitivecustomer –> they are almost indifferent to wine’s color and select their wine based on the mouth feel therefore the quantity of sugar present in the wine. Cluster 4: tasters –> they make their choices without caring particularly on the external aspect of the wine, they value the peculiar aspects like the taste.

This analysis will be answering question 4 of our research proposal:What are the key words or images to make our wine desirable for US consumers?. In order to achieve this, we are going to analyses the differences of frequent Italian wine consumers and those who aren’t.

QUESTION 4:

In order to complete this question, first we are going to create a binomial variable which will divide the sample in consumers who usually buy Italian wine and consumers who do not. This division will be based on V31 from the questionnaire. Our assumption is that we assume that habitual Italian wine consumers answered the questionnaire with Italian wine in mind, while all other consumers based their answers on wine in general. We are going to analyze the difference of means of the answers from V11 to v18 from the two sub-samples, to understand which attributes are valued more by habitual Italian wine consumers compared to other consumers. We are going to make inference at a 95% confidence interval in order to make a conclusion on the american market and not only on the sample.

data<-download#source the data matrix  
data <- na.exclude(data)#removes all non answers from data  
   
  
#question 4  
n <- nrow(data)  
s<-rep(0,n)  
  
#stater code  
s[data[,31]!=1]<-"buy other"  
s[data[,31]==1]<-"buy ita"  
s<-factor(s)  
data[,31]<-s

In the code seen above I divide the data into people who buy Italian wines and those who buy other wines. Then I name the variable for ease of code interpretation. This will allow us to analyse the differences between the two sub-samples and their preferences. ‘S’ is converted to a factor. This is done because factors are easier to work with thus simplifying the analysis process.

#code 1  
j<-1  
v<-j+10  
vv<-data[,v]  
  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(1, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 40, 41, 42, 43, 44, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126, \n127, 128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169, 171, 173, 174, 175, 176, 177, 178, 179, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 200, 201, 202, 203, 204, 206, 207, 208, 209, 210, 211, 212, 214, 215, 217, 219, 220, 221, 222, 223, 224, 225, 226, 227, 228, 229, 230, 231, 232, 233, 234, 235, 236, \n237, 239, 240, 241, 242, 243, 244, 245, 246, 247, 248, 249, 250, 252, 253, 255, 257, 258, 260, 261, 262, 263, 267, 268, 269, 270, 271, 272, 273, 275, 276, 278, 279, 280, 281, 282, 283, 284, 285, 286, 287, 288, 291, 292, 293, 294, 296, 297, 299, 300, 302, 304, 305, 307, 308, 309, 310, 311, 312, 313, 314, 315, 316, 320, 321, 322, 324, 325, 326, 328, 329, 332, 333, 335, 336, 338, 339, 340, 341, 342, 343, 344, 346, 347, 348, 349, 350, 351, 352, 353, 354, 355, 357, 358, 359, 360, 361, 362, 363, 364, 365, \n366, 369, 371, 372, 373, 376, 377, 378, 379, 380, 381, 382, 383, 384, 386, 387, 388, 389, 390, 391, 392, 393, 394, 395, 396, 397, 398, 399, 400, 401, 403, 404, 405, 406, 407, 408, 409, 410, 411, 412, 413, 414, 415, 416, 417, 418, 420, 421, 424, 425, 426, 427, 428, 430, 431, 432, 433)"

#[1] "we analyse the variable: Pl\_Origin"  
s<-factor(s)  
data[,'s'] <- as.factor(data[,'s'])

## Error in `[.data.frame`(data, , "s"): undefined columns selected

ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita")

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

#This code format will be used to analyse all the attributes

With a P-value of 0.22 we can determine that frequent wine drinkers are influenced by the place of origin of the wine more than other consumers. This is because, due to the 95% confidence interval, we reject the null hypothesis.

#code 2  
v<-j+10  
vv<-data[,v]  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(1, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 40, 41, 42, 43, 44, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126, \n127, 128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169, 171, 173, 174, 175, 176, 177, 178, 179, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 200, 201, 202, 203, 204, 206, 207, 208, 209, 210, 211, 212, 214, 215, 217, 219, 220, 221, 222, 223, 224, 225, 226, 227, 228, 229, 230, 231, 232, 233, 234, 235, 236, \n237, 239, 240, 241, 242, 243, 244, 245, 246, 247, 248, 249, 250, 252, 253, 255, 257, 258, 260, 261, 262, 263, 267, 268, 269, 270, 271, 272, 273, 275, 276, 278, 279, 280, 281, 282, 283, 284, 285, 286, 287, 288, 291, 292, 293, 294, 296, 297, 299, 300, 302, 304, 305, 307, 308, 309, 310, 311, 312, 313, 314, 315, 316, 320, 321, 322, 324, 325, 326, 328, 329, 332, 333, 335, 336, 338, 339, 340, 341, 342, 343, 344, 346, 347, 348, 349, 350, 351, 352, 353, 354, 355, 357, 358, 359, 360, 361, 362, 363, 364, 365, \n366, 369, 371, 372, 373, 376, 377, 378, 379, 380, 381, 382, 383, 384, 386, 387, 388, 389, 390, 391, 392, 393, 394, 395, 396, 397, 398, 399, 400, 401, 403, 404, 405, 406, 407, 408, 409, 410, 411, 412, 413, 414, 415, 416, 417, 418, 420, 421, 424, 425, 426, 427, 428, 430, 431, 432, 433)"

## [1] "we analyse the variable: W\_Brand"  
print(ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita"))

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

j<-j+1

#code 3  
v<-j+10  
vv<-data[,v]  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(3, 2, 2, 6, 3, 3, 6, 6, 3, 3, 6, 3, 6, 3, 3, 3, 6, 6, 3, 3, 6, 6, 6, 6, 6, 3, 3, 6, 3, 6, 3, 6, 6, 6, 6, 6, 3, 3, 6, 3, 3, 2, 6, 6, 2, 6, 6, 6, 6, 6, 6, 6, 6, 2, 6, 6, 6, 3, 6, 3, 6, 2, 2, 6, 6, 6, 1, 2, 3, 6, 6, 3, 6, 6, 3, 3, 6, 6, 6, 3, 6, 3, 3, 6, 6, 3, 3, 3, 3, 3, 2, 3, 3, 6, 6, 6, 6, 3, 6, 3, 3, 6, 3, 6, 6, 6, 3, 6, 3, 6, 6, 3, 6, 6, 3, 6, 3, 3, 3, 6, 6, 6, 3, 3, 6, 3, 3, 6, 6, 6, 6, 3, 6, 3, 6, 6, 3, 3, 6, 2, 6, 3, 6, 2, 1, 2, 3, 1, 1, 2, 1, 2, 6, 6, 6, 2, 3, 6, 3, 4, 5, 4, 5, 4, 4, 2, 3, \n5, 4, 3, 3, 3, 4, 2, 3, 4, 3, 6, 6, 6, 6, 6, 3, 3, 6, 6, 2, 4, 5, 4, 4, 4, 1, 2, 4, 4, 6, 3, 4, 4, 6, 3, 4, 4, 6, 6, 4, 5, 6, 4, 6, 4, 4, 3, 3, 6, 6, 6, 3, 6, 6, 2, 4, 3, 3, 3, 4, 4, 5, 3, 4, 3, 6, 4, 3, 6, 6, 3, 5, 4, 6, 3, 1, 2, 4, 5, 4, 6, 4, 3, 6, 3, 5, 4, 4, 6, 4, 4, 4, 4, 4, 4, 4, 6, 5, 6, 4, 4, 4, 6, 5, 4, 6, 5, 3, 4, 3, 6, 3, 4, 6, 4, 3, 6, 3, 6, 1, 2, 6, 3, 4, 6, 5, 6, 6, 6, 4, 6, 5, 5, 6, 6, 4, 4, 5, 5, 4, 3, 4, 4, 6, 6, 3, 3, 6, 6, 4, 5, 3, 3, 4, 4, 6, 4, 6, 4, 4, 6, 6, 4, 4, 5, 5, 4, \n5, 4, 6, 3, 6, 6, 4, 6, 6, 5, 4, 6, 4, 4, 6, 6, 6, 3, 5, 4, 6, 5, 6, 6, 4, 5, 4, 6, 6, 4, 6, 5, 4, 4, 4, 5, 4, 4, 3, 6, 6, 4, 6, 6, 6, 3)"

## [1] "we analyse the variable: Price"  
print(ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita"))

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

j<-j+1  
  
#this test shows us that frequent consumers arent as influenced by price when buying compared to normal consumers

# code 4  
v<-j+10  
vv<-data[,v]  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(2, 2, 3, 4, 1, 5, 5, 5, 1, 3, 5, 1, 5, 1, 1, 5, 5, 5, 5, 4, 5, 1, 5, 1, 2, 5, 1, 3, 5, 4, 2, 1, 1, 5, 5, 5, 3, 5, 3, 1, 2, 4, 1, 2, 5, 3, 1, 3, 5, 2, 5, 1, 5, 2, 3, 5, 3, 5, 5, 3, 5, 2, 3, 5, 5, 5, 5, 4, 5, 1, 5, 5, 5, 2, 2, 1, 5, 5, 1, 5, 5, 5, 5, 3, 5, 5, 5, 3, 4, 5, 5, 2, 1, 5, 5, 5, 5, 2, 2, 5, 3, 5, 3, 4, 3, 5, 2, 1, 5, 5, 5, 5, 5, 3, 5, 2, 2, 2, 1, 3, 3, 5, 3, 1, 5, 5, 4, 5, 5, 5, 3, 5, 5, 2, 2, 3, 2, 2, 1, 1, 5, 2, 5, 4, 4, 2, 5, 1, 3, 1, 3, 1, 1, 5, 5, 2, 1, 5, 5, 5, 5, 2, 5, 5, 1, 1, 3, \n5, 4, 3, 3, 2, 5, 1, 5, 3, 2, 5, 3, 3, 2, 1, 1, 5, 5, 5, 3, 2, 5, 5, 5, 5, 2, 5, 5, 4, 4, 3, 2, 5, 5, 5, 5, 4, 5, 2, 5, 5, 5, 4, 5, 3, 5, 4, 5, 5, 2, 5, 1, 1, 5, 4, 1, 1, 1, 1, 5, 5, 4, 2, 5, 5, 5, 2, 3, 5, 5, 5, 5, 5, 5, 5, 2, 1, 3, 5, 4, 3, 5, 2, 5, 3, 5, 5, 5, 5, 2, 1, 3, 5, 5, 5, 5, 4, 4, 5, 5, 5, 3, 5, 5, 2, 2, 3, 5, 5, 1, 5, 5, 5, 1, 5, 3, 3, 2, 4, 1, 4, 4, 5, 3, 4, 3, 1, 4, 5, 1, 5, 5, 3, 4, 4, 5, 5, 4, 5, 5, 1, 5, 5, 5, 5, 3, 4, 5, 5, 1, 5, 5, 3, 2, 5, 3, 2, 2, 2, 3, 2, 3, 4, 5, 5, 4, 1, \n5, 5, 2, 4, 5, 4, 2, 2, 2, 5, 3, 3, 5, 2, 3, 5, 4, 1, 5, 1, 2, 5, 2, 3, 3, 5, 3, 1, 4, 5, 2, 1, 3, 4, 5, 3, 3, 2, 1, 2, 2, 5, 4, 1, 3, 5)"

## [1] "we analyse the variable: Pack"  
print(ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita"))

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

j<-j+1  
  
#as there is a small pvalue that, however, is bigger than 0, packaging plays an important role in the buying decisions of a frequent wine consumer

#code 5  
v<-j+10  
vv<-data[,v]  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(2, 2, 3, 5, 5, 5, 5, 5, 4, 3, 5, 5, 5, 3, 5, 5, 5, 5, 3, 5, 5, 5, 5, 5, 2, 3, 2, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 2, 5, 5, 5, 4, 5, 4, 5, 1, 5, 5, 5, 5, 2, 4, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 1, 5, 5, 5, 5, 5, 5, 3, 4, 5, 5, 4, 5, 5, 4, 5, 5, 5, 4, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 3, 2, 5, 5, 5, 4, 3, 3, 5, 5, 5, 2, 5, 3, 5, 5, 5, 3, 5, 5, 3, 4, 2, 2, 5, 3, 5, 5, 3, 5, 5, 2, 2, 3, 2, 2, 5, 5, 3, 4, 2, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, \n5, 5, 4, 3, 2, 5, 2, 5, 3, 5, 5, 3, 4, 4, 1, 2, 3, 5, 5, 3, 4, 5, 5, 5, 5, 2, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 1, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 1, 5, 5, 5, 5, 5, 2, 5, 4, 3, 4, 4, 5, 4, 5, 4, 5, 4, 5, 5, 5, 4, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 5, 5, 5, 5, 4, 3, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 5, 4, 1, 3, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, \n5, 5, 5, 3, 5, 5, 4, 5, 5, 5, 5, 4, 4, 4, 5, 5, 5, 4, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 4, 4, 4, 5, 5, 5, 5, 4, 5, 5, 5)"

## [1] "we analyse the variable: Quality"  
print(ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita"))

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

j<-j+1  
#quality is obviously an important attribute for frequent consumers, this is demonstrated by this ttest.

#code 6  
v<-j+10  
vv<-data[,v]  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(5, 2, 5, 5, 5, 5, 5, 5, 1, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 5, 4, 5, 2, 5, 5, 5, 5, 5, 4, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 4, 5, 5, 4, 5, 5, 5, 5, 5, 5, 1, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 3, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, \n5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 4, 5, 5, 5, 3, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 5, 2, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 3, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 1, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, \n5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 4, 5, 5, 3, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 5, 5, 5)"

## [1] "we analyse the variable: Info\_lab"  
print(ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita"))

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

j<-j+1  
#

#code 7  
v<-j+10  
vv<-data[,v]  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(5, 2, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 1, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 2, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, \n5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 4, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 3, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, \n5, 5, 4, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 2, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5)"

## [1] "we analyse the variable: Sal\_rec"  
print(ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita"))

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

j<-j+1

#Code 8  
v<-j+10  
vv<-data[,v]  
print(paste("we analyse the variable: ",data[j]))

## [1] "we analyse the variable: c(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 1, 2, 2, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 4, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 2, 2, 1, 2, 2, 1, 4, 1, 4, 4, 1, 1, 1, 2, 2, 2, 2, 1, 1, 1, 1, 2, 1, 2, 1, 2, 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 3, 2, 1, 1, 4, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 4, 1, 1, 1, 2, 1, 1, 2, 4, 1, 1, 1, 1, 1, 2, 2, 1, 2, 1, 1, 1, 1, 1, 2, 1, 2, 1, 1, 1, 2, 1, 4, 2, 2, 1, 1, 4, 4, 1, 1, 1, 4, 2, 1, 1, 1, 1, 4, 2, 1, 1, 1, 1, 1, 1, 1, 1, 4, 1, \n1, 2, 1, 2, 4, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 1, 1, 4, 2, 1, 1, 1, 2, 4, 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 2, 2, 4, 1, 1, 2, 1, 1, 1, 1, 1, 1, 3, 2, 2, 2, 2, 1, 1, 1, 1, 1, 1, 1, 2, 2, 1, 1, 2, 1, 1, 1, 1, 4, 4, 2, 1, 2, 1, 1, 2, 1, 2, 1, 1, 2, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 1, 1, 4, 1, 2, 1, 1, 1, 1, 1, 1, 4, 1, 1, 1, 2, 1, 4, 4, 2, 1, 1, 2, 1, 4, 1, 1, 1, 4, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 2, 2, 1, 1, 1, 1, 4, 4, 1, 1, 1, 2, 1, 4, 1, 1, 1, 2, 1, 2, 1, 1, \n4, 1, 1, 4, 4, 1, 1, 1, 1, 1, 1, 1, 4, 4, 1, 1, 2, 2, 1, 1, 1, 1, 1, 1, 1, 2, 1, 1, 2, 4, 1, 1, 1, 1, 1, 1, 2, 1, 2, 1, 1, 1, 1, 1, 1, 1)"

## [1] "we analyse the variable: F\_rec"  
print(ttestGC(vv ~ s, mu=0, graph = T, first = "buy ita"))

## Error in ttestGC(vv ~ s, mu = 0, graph = T, first = "buy ita"): could not find function "ttestGC"

j<-j+1

As we can see from this part of the analysis, the two attributes which are most important for frequent italian wine consumers are: place of origin and the information on the label.

#code 9 barplot  
#In this barplot we are going to use the results of the previous analysis in order to understand what information frequent consumers look for on the label of a wine bottle. We are going to look at variables 19-24 taken from the questionnaire.  
  
frequent <- data[data[, 31] == 1,]  
  
m<-rep(0,6)  
  
i<-1  
for (v in 19:24){  
 vv<-frequent[,v]  
 m[i]<-mean(vv)  
 i<-i+1 #always increases by one   
}  
m<-sort(m, decreasing = T) #sort m list  
  
bp<-barplot(m, name = c("Prov","Tech\_info", "d\_tase", "food ", "brand", "history"), ylim=c(0,5))

## Warning in min(w.l): no non-missing arguments to min; returning Inf

## Warning in max(w.r): no non-missing arguments to max; returning -Inf

## Error in plot.window(xlim, ylim, log = log, ...): need finite 'xlim' values

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAA1BMVEX///+nxBvIAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAAyUlEQVR4nO3BAQEAAACCIP+vbkhAAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAvBtGeAAEZRDWPAAAAAElFTkSuQmCC)

text(bp, m, labels = round(m,3), pos = 3)

## Error in text.default(bp, m, labels = round(m, 3), pos = 3): zero-length 'labels' specified

# Looking at the barplot, we can see that the provenance of the wine, taste and aroma and technical info are the top 3 attributes that frequent italian wine consumers seek on the label.

# with this barplot we will compare the previous barplot with the results with the whole data sample. This is done to understand whether the sought after attributes differ based on the consumer.  
m<-rep(0,6)  
  
i<-1  
for (v in 19:24){  
 vv<-data[,v]  
 m[i]<-mean(vv)  
 i<-i+1  
}  
m<-sort(m, decreasing = T)  
  
bp<-barplot(m, name = c("Prov","Tech\_info", "d\_tase", "food ", "brand", "history"), ylim=c(0,5))  
  
 text(bp, m, labels = round(m,3), pos = 3)
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# as we can see the results are the same. Although the means are slightly lower than before, the top 3 sought after attributes remain the same none the less. This analysis tells us that including this information on wine labels will attract the most customers in general. Regardless if they frequently consume italian wine or not.