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The aim of this research is to evaluate the effectiveness of black-box diversity metrics in the testing of Deep Neural Networks (DNNs) by providing a practical mechanism that does not require access to the internal details of the DNN models or their training data. The study focuses on understanding how diversity metrics relate to fault detection capabilities and compares their performance with current white-box methods.

The research involves a comprehensive empirical evaluation based on several research questions with the scope of understanding the relationship between diversity metrics and fault detection in DNNs. The study uses controlled experiments to measure actual data diversity, using three adapted diversity metrics: Geometric Diversity (GD), Normalized Compression Distance (NCD), and Standard Deviation (STD). The evaluation includes the application of these metrics on four datasets and five DNN models.

The study results demonstrate that Geometric Diversity (GD) is the most effective among the diversity metrics tested, outperforming other diversity metrics and the existing white-box methods in identifying faults in DNNs. A positive and statistically significant correlation exists between GD and faults in DNNs across all configurations. Furthermore, GD is computationally more efficient than the studied coverage metrics, often three to five times faster to compute. The study also found no strong correlation between diversity and coverage metrics, indicating that diverse input sets do not necessarily increase DNN model coverage and vice versa.

These findings suggest that GD represents a valuable tool for black-box testing of DNN models, especially in contexts where access to model internals is restricted. For research, this implies a need for further investigation into black-box diversity metrics and their application in various DNN testing scenarios, such as test selection, minimization, and generation. For practice, adopting GD for testing can improve fault detection capabilities while reducing computational effort, making it a viable alternative to white-box methods in real-world testing environments.