多指标网络舆情安全监测与评估系统

**0 摘要**

本项目构建了多指标网络舆情安全监测与评估系统，通过对时间指标、内容敏感度指标、用户真实度指标、情感激烈性指标和观点对立性指标等多个方面进行综合评估，帮助用户更好地了解网络舆情发展态势和事件演变过程。在系统开发过程中，我们进行了大量数据爬取、代码编写和算法设计的工作，通过系统的搭建，取得了显著成果，为舆情监测与评估提供了全新的视角和方法。

**1 研究课题概述**

在互联网的广泛渗透以及社交媒体的兴起过程中，人们的生活方式和社交行为发生了深刻的变革。互联网的普及加速了信息的传播速度，并扩大了信息的覆盖范围，而社交媒体则成为了人们进行交流、分享和获取信息的重要平台。这种趋势不仅对日常生活产生了深远的影响，也在社会管理和公共安全方面带来了全新的挑战。一方面，现实生活中发生的集体性事件在互联网舆论中得到了呈现和反映。另一方面，互联网作为公民日常活动的虚拟场所，也会产生各类集体性事件。在这样的背景下，对互联网网络事件舆情进行评估和分析显得尤为紧迫和重要。

对互联网网络事件舆情进行评估研究具有重要的社会管理和公共安全意义与价值。首先，评估有助于政府、机构和个人更全面地了解互联网网络事件的发展规律、发展本质和事件影响，从而提前预防和化解潜在的社会危机。其次，评估为制定相关政策和法规提供了可靠依据，以更有效地规范互联网的使用和管理。此外，评估还能够帮助公众增强对网络风险的认知，提高网络安全意识，以维护个人和社会的利益。

当前关于互联网网络事件舆情进行评估的方法包含基于分词命中的敏感度计算方法、基于地理位置的指标计算方法 、基于文章数量的热度指标计算方法、基于语义情感倾向的计算方法，涉及机器学习、自然语言处理（NLP）、深度学习、虚假信息监测等领域。

* 1. **基于分词命中敏感度计算方法**

（这里需要引用一些关于分词的文献，可以简述一下常用的分词方法）

在舆情分析领域，处理大量文本信息是至关重要的。从文本数据中有效地提取信息变得尤为迫切。在这一挑战中，分词技术提供了一种可行的解决方案。值得注意的是，采用不同的分词模型可能导致截然不同的结果。因此，存在一些评估模型，其分析基于分词的命中情况。这些模型在评估网络舆情时，主要依赖于分词命中的频率，这一频率越高，意味着舆情事件的敏感度越高。在分析舆情事件时，分词命中数量的增加通常被视为事件更为显著或受关注程度更高的体现。舆情敏感度的提升，往往与分词模型命中率的增加呈正相关，这在舆情分析中占据着重要的地位。

（这里需要引用一些关于分词的文献，可以简述一下常用的分词方法）

**1.2 基于地理位置的指标计算方法**

在舆情分析的范畴内，不可避免地涉及到信息提供者以及舆情事件发生的地理位置。特别值得注意的是，随着公开 IP 地址的普及，地理位置信息也日益成为舆情分析中的一个重要指标。这一信息指标常常与其他相关指标相互结合，从而为研究者提供更为可信和有针对性的舆情分析结果。地理位置作为舆情分析的重要组成部分，不仅仅提供了信息的空间位置，更为深入地影响着事件的背景和语境，有助于全面理解和解读舆情事件的本质。

在实际研究中，地理位置信息的运用多方面而丰富多彩。比如，在分析特定地域内的舆情事件时，考虑地理位置信息有助于深入了解该区域的社会文化特征以及环境背景，进而更准确地把握舆情事件的发展趋势和影响因素。此外，地理位置的结合还能够为舆情数据提供更全面的视角和立体式的分析方式，有助于揭示信息在地域上的聚集情况，为进一步的舆情研究提供了丰富的参考价值。

不仅如此，地理位置信息与其他指标的联合运用也是舆情分析领域中的研究热点之一。比如，将地理位置信息与时间序列数据相结合，有助于深入探究舆情事件在不同时间节点和地域位置的变化特征，从而为舆情事件的演变规律提供更为精准的把握。这种多维度、多角度的分析方式，能够更全面地呈现舆情事件的复杂性和多样性，为决策者提供更具参考价值的数据支持。

因此，地理位置信息在舆情分析中的作用不可忽视。通过充分利用地理位置信息并将其与其他指标相结合，可以为舆情研究提供更丰富、更准确的数据支持，为我们对舆情事件的认知和理解提供更为全面的视角和更深层次的洞察。

**1.3 基于文章数量热度指标计算方法**

（这里需要引用一些关于社会学方面的文献（如果能找到的话），用于论述网民对事件发表看法的频率能反映事件的热度这一显而易见的观点）

舆情传播作为信息传递中的关键组成部分，其扩散涉及长篇文章的传播和转发等多个方面。相对于使用聊天工具进行信息传播，长篇文章的传播具有更高的门槛要求。这一特性也使得长篇文章在传播过程中更具可信度。基于文章数量的热度指标模型在对一些引起关注的民生问题进行舆情分析时表现出良好的性能。

在信息传播领域，舆情传播作为重要组成部分，其涵盖了广泛的传播形式，其中包括长篇文章的传播和转发等多种方式。相较于简单地利用聊天工具进行信息传递，长篇文章的传播过程通常需要更高的门槛。这一传播特性使得长篇文章在信息传播环节中更为可靠和可信。特别值得注意的是，在一些备受关注的民生问题的舆情分析中，基于文章数量的热度指标模型显示出了出色的分析表现。

舆情传播作为信息传递过程中不可或缺的部分，其扩散方式涵盖了长篇文章的传播和转发等多种形式。与利用聊天工具进行信息传播不同，长篇文章的传播往往要求更高的门槛和技能。这一传播特性赋予了长篇文章更高的可信度和可靠性。在关注民生问题的舆情分析中，基于文章数量的热度指标模型展现出了优异的表现。

（这里需要引用一些关于社会学方面的文献（如果能找到的话），用于论述网民对事件发表看法的频率能反映事件的热度这一显而易见的观点）

**1.4 基于语义情感倾向的计算方法**

（这里需要机器学习和深度学习领域语义情感计算的发展历史，引用几篇文献来展示这段历史的发展阶段，简要论述即可）

舆情传播中，对信息所蕴含情感进行分析乃是舆情预警体系的核心组成要素。精准而有效地评估信息所承载的情感倾向，对于准确预测舆情走势至关重要。文本情感分析，也被称为文本情感倾向衡量，其核心包括对情感倾向方向和情感倾向度的评估与分析。各种情感分析方法的基本原理均源于对文本进行切割、转换，随后进行情感定位并最终进行聚类分析。在情感分析领域，常见的评价模型主要分为两类：基于词典的情感分析模型与机器学习情感分析模型。

文本情感分析作为舆情研究领域中的重要分支之一，其重要性不言而喻。有效地对文本中蕴含的情感进行理解与把握，是舆情分析的关键一环。通过情感分析，可以揭示出信息所承载的情绪、态度和情感倾向，进而有助于舆情监测与应对策略的制定。因此，情感分析方法的选择与应用对于舆情研究与预测具有重要意义。

首先，情感分析在其方法论上主要分为两大类：基于词典和机器学习两种模型。基于词典的情感分析模型依赖于对预先构建好的情感词典进行情感倾向的量化评估，其优势在于简单直观、易于理解。而机器学习情感分析模型则依赖于大量标注好的文本数据，通过机器学习算法进行模型训练与预测，其优势在于能够更好地捕捉文本中的复杂情感表达和语境。

其次，情感分析的核心步骤包括文本切割转换、情感定位和聚类分析。在进行情感分析时，首先需要对文本进行分词或转换为合适的表示形式，如词袋模型或词嵌入表示。随后，通过情感定位，即确定文本中表达的情感位置和强度，再通过聚类分析将文本按照情感倾向进行归类或聚合，以便进一步的分析和应用。

总体而言，情感分析作为舆情预警与预测的重要工具，不仅需要综合考量文本特征与语境信息，更需要结合不同情感分析模型的优劣势来进行合理选择与应用，以更准确地揭示文本信息背后的情感倾向与态度取向，为舆情管理与决策提供有力支持。

（这里需要机器学习和深度学习领域语义情感计算的发展历史，引用几篇文献来展示这段历史的发展阶段，简要论述即可）

**2 项目结构**

本项目结合当前学界研究成果，设计了五个事件评估指标，同时使用梯度下降算法拟合总指标，基于总指标对当前事件的热度进行评估。为了预测未来的事件热度走向，我们使用基于LSTM的时间序列分析预测模型，使用五个时间评估指标，对事件的未来热度走向进行预测。

其中，时间指标的计算方法基于事件发布时间、转发速度、持续时间等多个维度，以反映事件发展的速度和持续性。内容敏感度指标通过构建并应用针对不同话题或事件的关键词表，对舆情内容的敏感程度进行量化评估。用户真实度指标基于社交机器人识别模块，计算事件相关用户整体真实性态势。情感激烈性指标的计算方法依赖于大型语言模型的应用，系统使用大语言模型积累的大量语料进行事件中用户评论的情感激烈性程度。观点对立性指标则基于dbscan聚类算法，关注舆情事件中不同观点的聚类和对立情况。

对于上述五个指标，我们有总指标计算公式如下所示：

其中的权重值由梯度下降算法计算得出，梯度下降算法的训练数据为已知历史事件热度数据。

**2.1 时间指标**

网络舆情中热点事件的爆发常常伴随着大量的相关贴文的出现，因此在网络舆情监测和评估系统的构建中，相关贴文的数量是一个非常重要的关注角度。

本项目中的时间指标计算方式如下所示：

对于输入的时间序列

计算其临近度为：

其中为今日日期

此时计算聚合度为：

此时，我们可以计算时间指标为：

**2.2 内容敏感度指标**

对于热点事件，话题参与者讨论的内容也是网络舆情监测和评估课题中重要的角度。其原因在于，一方面，话题参与者的发言内容中的涉敏词语是有关部门需要关注的对象，另一方面，涉敏词语的出现频率一定程度上反应了事件的重要程度。对于社会面而言，越敏感越重要的事件，其后续发展的热度越有可能蹿升。

本文的内容敏感度指标的计算方法如下：

对于第i条词语长度为N的文本，我们定义其文字中匹配到敏感词语的个数为，则该文本的内容敏感度指标为：

对于所有的M条文本，其敏感度指标为：

本项目中的敏感词表来源于开源数据集Sensitive-word，该数据集中包含了暴恐词库、反动词库、民生词库、色情词库、贪腐词库、其他词库，覆盖面广，词语内容丰富。

（这里需要把仓库链接放在文中的论述中去）

（<https://github.com/57ing/Sensitive-word/tree/master>）

（这里需要把仓库链接放在文中的论述中去）

**2.3 用户真实度指标**

热点事件舆情参与的主体是互联网的账号个体，其承担着制造信息和转发信息的重要功能。但随着互联网的发展，诸如网络水军之类的自动化社交机器人开始在平台上出现，这使得互联网上的舆情信息开始真假难辨。因此，为了更好的关注网络舆情，精确的识别舆情相关参与者成分，从而进一步判断网络舆情热度，关注账号个体的真实性已然是非常重要的切入角度。

**2.3.1 社交机器人识别**

（这一部分需要概述一下社交机器人识别的概念和论文中描述的识别方法，并加上相应引用文献）

论文：基于深度图卷积网络的社交机器人识别方法

（这一部分需要概述一下社交机器人识别的概念和论文中描述的识别方法，并加上相应引用文献）

**2.3.2 基于GCNII模型的用户真实度指标计算**

本文在业界研究的基础上，使用基于GCNII模型的社交机器人识别模型进行用户真实度指标计算。具体而言对于一个相关用户i，我们使用基于SVM的用户可信度模型计算其真实度，则对于所有的相关用户的真实性计算公式为：

**2.4 情感激烈性指标**

情感激烈性指标是指用户在对相关事件进行评论时言语措辞的激烈程度，这一指标直接反应了个体对于事件的直观感受，因此该指标是网络舆情的一个重要反映。

我们结合prompt工程，使用大语言模型对文本的情感激烈性进行评判，然后汇总结果计算情感激烈性指标。

**2.4.1 基于prompt工程的情感激烈性指标计算**

（这一部分需要简要概述一下prompt工程，重点讲prompt工程的概念和用途，以及发展历程，并加上相应引用文献）

对于一条输入的文本X，我们使用如下的prompt对大语言模型进行提问：

请对如下这段文本进行情感激烈性评分，当文本措辞非常激烈之时，评分会接近10，当文本非常理性客观，评分会接近于0。你只需要输出一个0到10之间的数字即可。

我会给你几个样例，你需要按照样例的输出格式输出。

样例一：总所周知，地球是圆的，地球上面的百分之七十是水，百分之三十是陆地

评分：0.6

样例二：这个人怎么能这样做？他就是个蠢蛋，没脑子的人才会这样做

评分：8.9

样例三：我们相信我们的项目必然能够在比赛中脱颖而出，毕竟别的项目本来就不太行。

评分：6.8

样例四：X

对于大模型的输出，我们使用正则表达式进行匹配，将其中的评分匹配出来。

（这一部分需要简要概述一下prompt工程，重点讲prompt工程的概念和用途，以及发展历程，并加上相应引用文献）

**2.5 观点对立性指标**

随着事件热度的攀升，与事件相关的观点也在随之变化。我们可以通过尝试抓住事件相关观点类型来分析事件热度，并对事件发展趋势做出一些前瞻性的研究。

本项目使用基于dbscan的观点聚类方法对文本的相关观点进行分类，得到观点数Op并将其作为观点对立性指标。

**2.5.1 基于dbscan的观点聚类方法**

（这一部分需要简要概述一下DBSCAN，重点讲DBSCAN的原理，并加上相应引用文献）

DBSCAN（Density-Based Spatial Clustering of Applications with Noise，具有噪声的基于密度的聚类方法）是一种典型的基于密度的空间聚类算法。和K-Means，BIRCH这些一般只适用于凸样本集的聚类相比，DBSCAN既可以适用于凸样本集，也可以适用于非凸样本集。该算法将具有足够密度的区域划分为簇，并在具有噪声的空间数据库中发现任意形状的簇，它将簇定义为密度相连的点的最大集合。

（这一部分需要简要概述一下DBSCAN，重点讲DBSCAN的原理，并加上相应引用文献）

基于以上原理，对于事件E，我们有该事件相关语料库为，对于中每一条信息M\_i，我们获取其分词\(Cut\_{M\_i}\)，并汇总得到语料库分词汇总\(DB-Cut\_{E}\)，我们使用word2vec模块对\(DB-Cut\_{E}\)中的词语进行向量化，得到向量池\(Vec\_E\)，此时我们使用dbscan算法对\(Vec\_E\)进行聚类，得到观点对立性指标，即聚类结果\(Op\)

**2.6 总指标**

对于上述五个指标，我们定义总指标计算公式如下所示：

指标公式中包含5个参数w\_i,i=1,2,3,4,5

为了确定参数的值，我们定义线性感知机M，其由一个5x1的全连接层FC1构成。

**2.7 热度预测模块**

我们尝试基于上述5个指标反应的事件现状，实现对事件未来热度的预测，并在此基础上对模型参数进行进一步优化分类。

**2.7.1 LSTM时间序列预测**

（这里需要讲清楚用lstm进行时间序列预测的原理，引用一些文献）

LSTM（Long Short-Term Memory）是一种特殊的循环神经网络。与传统的RNN相比，LSTM更加适用于处理和预测时间序列中间隔较长的重要事情。本项目采用改进后的LSTM时间预测[1]。

（这里需要讲清楚用lstm进行时间序列预测的原理，引用一些文献）

**3 项目实验**

**3.1 时间指标**

前期工作中我们计算了部分关注事件的时间热度指标如下表所示：

| **事件ID** | **事件关键词** | **时间热度指标** | **指标计算时间** |
| --- | --- | --- | --- |
| 1 | 巴以、加沙 |  |  |
| 1 | 巴以、加沙 |  |  |
| 1 | 巴以、加沙 |  |  |
| 1 | 巴以、加沙 |  |  |
| 1 | 巴以、加沙 |  |  |
| 1 | 巴以、加沙 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |

对于上述事件，我们基于爬取的数据，统计出其时间序列如下图所示。

XXXXX

结合上图，可以发现其时间指标和时间序列的趋势具有一致性，本文的时间指标可以反应出事件的热度。

**3.2 用户真实度指标**

基于我们爬取的数据，我们对以时间为基准，对事件2（事件ID=2）的相关用户指标真实度进行了计算，具体结果如下表所示

| **事件ID** | **事件关键词** | **用户指标真实度指标** | **指标计算时间** |
| --- | --- | --- | --- |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |

结果显示，用户指标真实度和时间热度有趋势上的一致性。

**3.3 情感激烈性指标**

我们尝试了包括ChatGPT、ChatGLM等在内的多个模型，使用开源数据集NLP-SA（ https://github.com/ripingit/NLP-SA ）对各个模型的运行结果进行了评测，结果如下

| **模型名称** | **评测分数(归一化至100)** |
| --- | --- |
| ChatGPT 3.5 | 91.7 |
| ChatGLM6B | 88.9 |
| SparkModel V3.0 | 90.1 |
| ERNIE | 81.1 |

在本项目中，出于成本和效率的综合考虑，我们使用了ChatGLM6B进行情感激烈性指标计算

结合上节算法流程，我们可以计算出第i条文本的情绪分数，则对于所有的M条文本，其情感激烈性指标为

基于我们爬取的数据，我们对以时间为基准，对事件2（事件ID=2）的情感激烈性指标进行了计算，具体结果如下表所示

| **事件ID** | **事件关键词** | **情感激烈性指标** | **指标计算时间** |
| --- | --- | --- | --- |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |
| 2 | 阿里、车祸、血槽姐 |  |  |

结果显示，情感激烈性指标和时间热度有趋势上的一致性。

**3.4 总指标**

我们基于本项目前身”社会雷达“的数据构建了总指标的训练集和测试集，其信息如下表所示：

| **数据集类别** | **训练集** | **测试集** |
| --- | --- | --- |
| 数据条数 | ？？？ | ？？？ |
| 数据输入项 | 本项目中五个指标相关数据 | 本项目中五个指标相关数据 |
| 数据输出项 | 社会雷达热度数据 | 社会雷达热度数据 |

经过训练，最后得到各个参数值如下表所示

| **参数** | **值** |
| --- | --- |
| w1 |  |
| w2 |  |
| w3 |  |
| w4 |  |
| w5 |  |

**3.5 LSTM 时间预测模块**

本项目基于前文所述LSTM时间序列预测的原理，尝试构建了事件热度模块对事件热度进行预测。

我们选取ID为1的事件，使用其2023年7月至2023年10月的数据，尝试预测2023年10到2023年11月的事件热度。预测结果如下图所示。
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可以看出，预测效果大体能和实际情况接轨，不过在事件的转折点模型的效果欠佳。

（这里需要添加一段论述，从经济学的角度论述在不知道未来事件会发生什么的时候预测未来是没有意义的，本文使用lstm时间序列模型只是为了尝试证明本文中5个指标设计的合理性）

（这里需要添加一段论述，从经济学的角度论述在不知道未来事件会发生什么的时候预测未来是没有意义的，本文使用lstm时间序列模型只是为了尝试证明本文中5个指标设计的合理性）

**4 项目效果展示**

我们使用JavaScript、Python等编程语言，构建了多指标网络舆情安全监测与评估系统，实现了舆情数据的可视化。

贴图：XXXXX
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