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| 设计（论文）题目 | | 基于Qt的卷积神经网络辅助设计系统 | | | | |
| 一、课题研究的背景和意义  卷积神经网络是近年发展起来，并引起广泛重视的一种高效识别方法。作为人工智能领域的研究热点之一，由于该网络避免了对图像的复杂前期预处理，可以直接输入原始图像，因而在模式分类领域得到了更为广泛的应用。很多研究机构开发了可以用于卷积神经网络设计和实验的程序框架，在这些框架的基础上，研究人员可以针对某一具体问题设计网络模型，并进行训练和测试。目前，已经有适用于不同应用场景的网络模型问世，但是以卷积神经网络为代表的一系列深度学习方法仍是黑箱系统，没有一套得到广泛认可的理论能够指导网络模型的设计和调整。在这种情况下，网络的设计和调试过程中往往需要对模型的各种参数进行不断的调整，并观察网络的状态。根据所处理的数据量，每次训练需要耗时数十分钟时乃至数十小时，这个过程效率往往比较低。  一套集成环境可以提供相关的工具支持和设计辅助。该系统可以辅助开发人员进行网络模型的设计、训练、测试、调整和改进，将原本分离的工作流程集成起来，并提供便于使用的图形接口和实用工具，为后续的基于卷积神经网络的相关项目的开发提供了工具支持，集成环境的使用可以减少开发时间，避免由于工作环境造成的时间成本升高。 | | | | | | |
| 二、课题研究已有的工作基础  项目的编程实现方面,本人具备C++程序设计基础和项目经验,掌握Qt的使用;具备深度学习的基础知识,能够使用常用的深度学习工具(如Caffe等).  具体设计方面,通过查阅相关的文献,并通过复现文献中的实验方案,已经初步形成了特征可视化和特征提取功能的思路.  实验方案主要参考了Zeiler M D, Fergus R. Visualizing and Understanding Convolutional Networks[C]. European Conference on Computer Vision, 2013: 818-833. | | | | | | |

|  |
| --- |
| 三、研究的内容及可行性分析  项目目标为基于Qt编写一套带有图形界面的，能够辅助开发人员进行卷积神经网络的设计，训练，测试，改进的集成软件。下面分析研究内容的可行性:  对网络结构的建立提供辅助，实现形式可以是语法高亮，智能感知，编码自动完成等。语法高亮和智能感知，是集成开发环境的必备功能，目前，除了Visual Studio和 Intellij Idea这样的重量级集成开发环境之外，许多轻量级文本编辑器，例如Sublime Text、Visual Studio Code、Atom 等，也都提供了语法高亮,而且，这些轻量级文本编辑器都来源于开源社区，有很多可访问的代码可以作为参考，在这些开源项目的帮助下，该功能很容易实现。  对于模型的训练，测试，提供图形操作界面。这是本项目的基本要求，同时也是采用Qt作为开发平台的主要原因。由于大多数深度学习框架都是采用C++编写，为了避免引入交叉编译的问题，主程序框架决定采用C++编写。本人掌握的使用C++编程的图形界面设计方法有MFC和Qt，由于MFC技术较为老旧，考虑到程序的简洁性，采用Qt作为图形界面的开发平台，该功能属于基础功能，难度较低。  对于常用的数据形式，提供图形化的格式转换工具和浏览工具。目前，比较常用的公开数据集有Mnist、Cifar和ImageNet等。其中Mnist和Cifar采用特殊格式存储，其官方网站上给出了具体的存储方式和读取方法。ImageNet是一个比较大的数据集，其中的数据直接以图片形式存储。为了降低I/O开销，深度学习的训练过程不能直接读取图片和文本构成的数据，要讲这些数据转储到数据库中。在官方文档的帮助下，该功能可以实现。  能够以可视化的方式显示网络模型提取到的特征。这是本项目的难点所在。有很多文献描述过相关的方法，比较初级的方法是直接把网络的中间层特征显示出来，但是这些特征往往是人类难以理解的；比较高级的方法可以帮助人类理解程序学习到的特征。通过复现文献中报道的实验方法，已经基本掌握了这种操作的设计思路，具有可行性。需要中指出的是，在已有的参考中，与特征提取相关的操作都是使用Python实现的，存在着与C++主程序的结合问题，这个问题需要花费一定的时间解决。  支持核心组件的升级和替换。由于目前深度学习领域非常活跃，新方法层出不穷。本程序设计上参考了Visual Studio IDE和MSVC编译器的关系：只需要修改配置，就可以在一个IDE上使用不同的编译器，这种解偶联的设计便于程序的升级。本程序拟采用基于配置文件的组件管理设计，编写一个模块来管理配置文件，根据文件的内容加载相应的核心组件，如果所使用的框架进行了升级，只需要修改配置，指向新的目录，并按需要修改相应的命令即可继续使用。  综上所述，本项目的难度在本人可控制的范围内，具备作为毕业设计项目的可行性。 |

|  |
| --- |
| 四、论文拟解决的关键问题及难点  本论文拟解决的问题是：基于Qt编写一套带有图形界面的，能够辅助开发人员进行卷积神经网络的设计，训练，测试，改进的集成软件。该系统具有以下功能:  ① 对网络结构的建立提供辅助，实现形式可以是语法高亮，智能感知，编码自动完成等；  ② 对于模型的训练，测试，提供图形操作界面；  ③ 对于常用的数据形式，提供图形化的格式转换工具和浏览工具；  ④ 能够以可视化的方式显示网络模型提取到的特征；  ⑤ 支持核心组件的升级和替换。  在以上内容中，特征可视化是整个系统的核心，该功能在网络模型的设计和调整过程中将为使用者提供重要的参考信息，这也是论文拟解决的关键问题，同时也是方法设计上的难点。核心组件的升级和替换要求该程序使用模块化设计，并考虑到可扩展性和未来的升级，这是程序设计上的难点所在。 |
| 五、研究方法与技术路线(重点论述技术方案)   1. 查阅文献,了解当前流行的深度学习框架,并掌握几种常用框架的使用方法； 2. 在已经掌握的框架之上，使用文献中报道的成熟网络模型,在公开数据集上进行试验，总结模型设计和调试的过程和步骤； 3. 在现有框架上实现网络模型的中间层特征的提取和可视化； 4. 在Qt平台上，实现网络结构设计辅助功能； 5. 通过查阅文献，了解目前深度学习常用的数据集文件类型及其相互转换和读取方法，利用Qt平台编写图形化的数据处理工具，实现数据集的构造、读取和格式转换； 6. 在Qt平台上，将特征提取和可视化功能采用图形化界面实现； 7. 编写集成环境，将上述功能整合起来。 8. 实现配置管理功能，以控制核心组件的替换和升级； 9. 检验整个集成环境，完成程序的打包发布。 10. 撰写论文。 |
| 1. 论文的进度安排   2016.12.16-2016.12.25 选题；  2016.12.26-2017.3.5 撰写文献综述，翻译外文文献，填写开题报告；  2017.3.6-2017.4.9 初步完成系统的设计与实现；  2017.4.10-2017.4.16： 毕业设计中期检查；  2017.4.17-2017.5.19 完成论文的撰写；  2017.5.20-2017.6.20 提交论文，准备答辩； |
| 七、毕业设计研制报告或毕业论文撰写提纲（初步）  1、摘要  2、简介  介绍整个毕业设计的设计目标，意义，实现了那些功能，并概述实现方法。  3、相关工作  3.1、网络设计辅助  介绍网络设计辅助模块的设计思路，并具体表述实现方式。  3.2、数据集操作工具  介绍深度学习常用的数据集，简要描述这些数据集的存储形式。解释为什么在程序中要对数据集的存储方式进行调整，并详细表述该数据集操作工具的实现方法。  3.3、中间层特征提取和可视化  对目前的深度学习研究方法做出综述和简介，介绍当前的特征可视化方法的理论依据，详细解释在本程序中的实现方法。  4、实现  4.1、实现平台  介绍Qt平台，并解释采用该平台进行开发的优势。  4.2、集成环境  介绍集成开发环境的概念，并具体表述在本项目中是如何把这些组件集成起来的。  4.3、配置管理  描述本程序使用的配置文件管理模块，并介绍如何通过这种方法实现核心组件的替换和升级。  5、实验  列举实验数据,证明该平台的可用性和完成度.  6、参考文献  列出论文撰写中所参考的文献。 |
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