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| 摘要：  鉴于本项目的完成需要对深度学习有足够的了解，本文对深度学习算法进行了分类并对主流方法进行了简要的描述。首先介绍了深度学习的概念，然后根据深度学习算法的结构特征，概述了前馈深度网络、反馈深度网络和双向深度网络这三类主流深度学习算法的网络结构和训练方法，介绍了深度学习在图像处理领域的应用，最后，介绍了当前深度学习的研究热点，并对未来可能的研究方向做出了预测。可以看到：深度学习在图像处理领域有明显的优势，但仍存在需要进一步探索的问题，如网络模型规模与训练速度间的权衡、深度学习与传统方法的融合、特征理解和网络模型设计的方法等．  关键词：  深度学习；卷积神经网络；前馈神经网络；反卷积网络  **一、前言**  机器学习是一门致力于研究如何通过计算的手段，利用经验来改善系统自身性能的学科。在计算机系统中，“经验”通常是以“数据”的形式存在的，因此，机器学习研究的，是关于在计算机上从数据中产生“模型”的算法，即“学习算法”（learning algorithm）。有了学习算法，我们把经验数据提供给它，它就能基于这些数据产生模型，在面对新情况的时候，模型会给我们提供相应的判断。机器学习，研究的是关于“学习算法”的学问。  以“神经网络”为代表的机器学习方法，近年来在语音识别、计算机视觉等多类应用中取得了突破性进展[1-8]。为了能够在机器学习和图像处理领域进行相关研究工作，需要对该领域的研究现状和发展趋势有充分的认识。为此，本文筛选了从1982年到2016年的40篇论文，对其核心思想和方法进行综述和整理，并分析了该领域最新的研究进展和未来的发展趋势。  **二、综述**  **1、深度学习**  神经网络方法处理问题的思路主要来源于对生物的神经系统结构的研究。以图像数据为例，灵长类的视觉系统中对这类信号的处理依次为:首先检测边缘和初始形状[9]，然后再逐步形成更复杂的视觉。同样地，深度学习通过组合低层特征形成更加抽象的高层表示、属性类别或特征，给出数据的分层特征表示，进而通过特征对原始输入数据进行识别和分类。  深度学习之所以被称为“深度”，是相对支持向量机(support vector machine，SVM)、提升方法(boosting)、最大熵方法等“浅层学习”方法而言的，深度学习所学得的模型中，非线性操作的层级数［10］更多。浅层学习依靠人工经验抽取样本特征，网络模型通过学习所获得的是没有层次结构的单层特征［11］；而深度学习通过对原始信号进行逐层特征变换，将样本在原空间的特征表示变换到新的特征空间，自动地学习得到层次化的特征表示，从而更有利于分类或特征的可视化［12］。  深度学习的概念最早由多伦多大学的G．E．Hinton等于2006年提出［11］，指基于样本数据通过一定的训练方法得到包含多个层级的深度网络结构的机器学习过程［10］。传统的神经网络随机初始化网络中的权值，导致网络很容易收敛到局部最小值，为解决这一问题，Hinton提出使用无监督预训练优化网络权值的初值，再进行权值微调的方法，拉开了深度学习的序幕。  深度神经网络是由多个单层非线性网络叠加而成的［10，13］，常见的单层网络按照编码解码情况分为3类：只包含编码器部分、只包含解码器部分、既有编码器部分也有解码器部分。编码器提供从输入到隐含特征空间的自底向上的映射，解码器以重建结果尽可能接近原始输入为目标将隐含特征映射到输入空间［14］。深度神经网络分为以下3类(图1)。  1) 前馈深度网络(feed-forward deep networks，FFDN)，由多个编码器层叠加而成，如多层感知机(multi-layer perceptrons，MLP)［15］、卷积神经网络(convolutional neural networks，CNN)［16］等。  2) 反馈深度网络 (feed-back deep networks，FBDN)，由多个解码器层叠加而成，如反卷积网络(deconvolutional networks，DN)［14］、层次稀疏编码网络(hierarchical sparse coding，HSC)［17］等。  3) 双向深度网络(bi-directional deep networks，BDDN)，通过叠加多个编码器层和解码器层构成(每层可能是单独的编码过程或解码过程，也可能  既包含编码过程也包含解码过程)，如深度玻尔兹曼机(deep Boltzmann machines，DBM)［18］、深度信念网络(deep belief networks，DBN)［12］、栈式自编码器(stacked auto-encoders，SAE)［19］等。  **2、前馈神经网络**  前馈神经网络是最初的人工神经网络模型之一。在这种网络中，信息只沿一个方向流动，从输入层通过一个或多个隐层到达输出层，在网络中没有封闭环路。典型的前馈神经网络有多层感知机［15］和卷积神经网络［16］等。  1969年，M．Minsky等人证明单层感知机无法解决线性不可分问题(如异或操作)，这一结论将人工神经网络研究领域引入到一个低潮期，直到研究人员认识到多层感知机可解决线性不可分问题［15］，以及反向传播算法与神经网络结合的研究［20］使得神经网络的研究重新开始成为热点。但是由于传统的反向传播算法具有收敛速度慢、需要大量带标签的训练数据、容易陷入局部最优等缺点，多层感知机的效果并不是十分理想。  1984年，日本学者K．Fukushima等基于感受野概念提出的神经认知机可看作卷积神经网络的一种特例［21］，Y．Lecun等［16］提出的卷积神经网络是神经认知机的推广形式。卷积神经网络是由多个单层卷积神经网络组成的可训练的多层网络结构。每个单层卷积神经网络包括卷积、非线性变换和下采样3个阶段［22］，其中下采样阶段不是每层都必需的。每层的输入和输出为一组向量构成的特征图(feature map)（第一层的原始输入信号可以看作一个具有高稀疏度的高维特征图）。例如，输入部分是一张彩色图像，每个特征图对应的则是一个包含输入图像彩色通道的二维数组（对于音频输入，特征图对应的是一维向量;对于视频或立体影像，对应的是三维数组）；输出部分的每个特征图对应的是从输入图片的相应位置上提取的特定特征。  **2.1、单层卷积神经网络**  卷积阶段，通过一定数量的卷积核提取输入向量的特征，其定义源于D．H．Hubel等［44］基于对猫视觉皮层细胞研究提出的局部感受野概念。每个卷积核检测输入向量上所有位置上的特定特征，由于每次对输入向量执行卷积操作的时候，卷积核是不变的，即每次操作都是在整个输入向量中寻找特定的一种特征,这样的规则实现了权值共享［34］。为了提取输入特征图上不同的特征，使用不同的卷积核进行卷积操作。在网络结构层面上，卷积核以权值的形式存在。  非线性阶段（又称激活阶段），对卷积阶段得到的特征按照一定的原则进行筛选，筛选原则通常采用非线性变换的方式，以避免线性模型表达能力不够的问题。  激活阶段将卷积阶段提取的特征作为输入，进行非线性映射Ｒ=h(y)。传统卷积神经网络中激活函数往往采用sigmoid、tanh或softsign等饱和非线性(saturating nonlinearities)函数［23］，近几年的卷积神经网络中多采用不饱和非线性(non-saturating nonlinearity)函数ReLU(rectified linear units)［24-25］。ＲeLU比传统的饱和非线性函数有更快的收敛速度，因此在训练整个网络时，训练速度也比传统的方法快很多［1］。  下采样阶段，对每个特征图进行独立操作，通常采用平均池化（average pooling）或者最大池化（max pooling）的操作。平均池化操作的输入是进入池化窗口的像素，输出为窗口内像素值的均值Pa，要求窗口平移步长大于1且小于等于池化窗口的大小；最大池化则将均值Pa替换为最值Pm输出到下个阶段。池化操作后，输出特征图的分辨率降低，但能较好地保持高分辨率特征图所描述的特征。一些卷积神经网络不使用下采样阶段，而是通过在卷积阶段设置卷积窗口滑动步长大于1，以达到降低分辨率的目的［16，26］。  **2.2、卷积神经网络**  如图2所示，将单层的卷积神经网络进行多次堆叠，前一层的输出作为后一层的输入，便构成卷积神经网络。其中每2个节点间的连线，代表输入节点值经过卷积、非线性变换、下采样3个阶段传递到输出节点，一般最后一层后面接一个或数个全连接层和分类器。为了减少数据的过拟合，最近的一些卷积神经网络在全连接层引入“Dropout”［1］或“DropConnect”［27］的方法，即在训练过程中以一定概率P将隐含层节点的输出值(对于“DropConnect”为输入权值)清零，而用反向传播算法更新权值时，不再更新与该节点相连的权值。但是这2种方法都会降低训练速度［1，24，27］。 | | | | | | |

|  |
| --- |
| 在训练卷积神经网络时，最常用的方法是采用反向传播算法以及有监督的训练方式，算法流程如图3所示。网络中信号是前向传播的，即从输入特征向输出特征的方向传播，第1层的输入，经过多个卷积层，变成最后一层输出的特征向量，将输出特征向量与期望的标签进行比较，生成误差项，通过遍历网络的反向路径，将误差逐层传递到每个节点，根据权值更新公式，更新相应的权值。在训练过程中，网络中权值的初值可以随机初始化，也可以通过无监督的方式进行预训练［28］。网络误差随迭代次数的增加而减少，并且这一过程收敛于一个稳定的权值集合，额外的训练次数呈现出较小的影响。 |

|  |
| --- |
| **2.3、卷积神经网络的性质**  卷积神经网络的特点在于，采用原始信号（一般为图像）直接作为网络的输入，避免了传统识别算法中复杂的特征提取和图像重建过程；局部感受野方法获取的观测特征与平移、缩放和旋转无关。卷积阶段利用权值共享结构减少了权值的数量进而降低了网络模型的复杂度，这一点在输入数据是高分辨率图像时表现得更为明显。同时，下采样阶段利用图像局部相关性的原理对特征图进行抽样，在保留有用结构信息的同时有效地减少数据处理量。  **3、反馈深度网络**  与前馈网络不同，反馈网络并不是对输入信号进行编码，而是通过反卷积［14］或学习数据集的基［17，18］，对输入信号进行反解。前馈网络是对输入信号进行编码的过程，而反馈网络则是对输入信号解码的过程。典型的反馈深度网络有反卷积网络［14］、层次稀疏编码网络［17］等。  以反卷积网络为例，M．D．Zeiler等［14］ 提出的反卷积网络模型和Y．LeCun等［16］提出的卷积神经网络思想类似，但在实际的结构构建和实现方法上有所不同。卷积神经网络是一种自底向上的方法，该方法的每层输入信号经过卷积、非线性变换和下采样3个阶段处理，进而得到多层信息。相比之下，反卷积网络模型的每层信息是自顶向下的，组合通过滤波器组学习得到的卷积特征来重构输入信号。层次稀疏编码网络和反卷积网络非常相似，只是在反卷积网络中对图像的分解采用矩阵卷积的形式，而在稀疏编码网络中采用矩阵乘积的方式［17］。  **3.1、反卷积网络**  反卷积网络是通过先验学习，对信号进行稀疏分解和重构的正则化方法。图 4所示是一个单层反卷积网络模型，输入信号y由个特征通道组成，其中任意一个通道可看作个隐层特征图与滤波器组(个数为)的卷积。 |

|  |
| --- |
| **3.2、反卷积网络的性质**  反卷积网络的特点在于，通过求解最优化输入信号分解问题来计算特征，而不是利用编码器进行近似，这样能使隐层的特征更加精准，更有利于信号的分类或重建。  **4、双向深度网络**  双向深度网络由多个编码器层和解码器层叠加形成，每层可能是单独的编码过程或解码过程，也可能同时包含编码过程和解码过程。双向网络的结构结合了编码器和解码器2类单层网络结构，双向网络的学习则结合了前馈网络和反馈网络的训练方法，通常包括单层网络的预训练和逐层反向迭代误差2个部分，单层网络的预训练多采用贪心算法：每层使用输入信号与权值w计算生成信号传递到下一层，信号再与相同的权值w计算生成重构信号映射回输入层，通过不断缩小与间的误差，训练每层网络；网络结构中各层网络结构都经过预训练之后，再通过反向迭代误差对整个网络结构进行权值微调。其中单层网络的预训练是对输入信号编码和解码的重建过程，这与反馈网络训练方法类似；而基于反向迭代误差的权值微调与前馈网络训练方法类似。  典型的双向深度网络有深度玻尔兹曼机［18］、深度信念网络［12］、栈式自编码器［19］等。  **5、深度学习的应用**  深度学习目前在很多领域都优于过去的方法，下面重点介绍深度学习在图像处理方面的应用。  **5.1、深度学习在大规模图像数据集中的应用**  A．Krizhevsky等［1］首次将卷积神经网络应用于ImageNet大规模视觉识别挑战赛(ImageNet large scale visual recognition challenge，ILSVRC)［29］中，所训练的深度卷积神经网络［1］在ILSVRC-2012挑战赛中，取得了图像分类和目标定位任务的第一名。其中，图像分类任务中，前5选项错误率为15.3%，远低于第2名的26.2%的错误率；在目标定位任务中，前5选项错误率34%，也远低于第2名的50%。  在ILSVRC-2013比赛中，M．D．Zeiler等［30］采用卷积神经网络的方法，对文献［1］的方法进行了改进，并在每个卷积层上附加一个反卷积层用于中间层特征的可视化［14，30］，取得了图像分类任务的第一名。  在ILSVRC-2014比赛中，几乎所有的参赛队伍都采用了卷积神经网络及其变形方法。其中GoogleNet小组采用卷积神经网络结合Hebbian理论提出的多尺度的模型，以6.7%的分类错误，取得图形分类“指定数据”组的第一名。  从深度学习首次应用于ILSVRC挑战赛并取得突出的成绩，到2014年挑战赛中几乎所有参赛队伍都采用深度学习方法，并将分类错误率降低到6.7%，可看出深度学习方法在图像识别领域具有巨大优势。 |

|  |
| --- |
| **5.2、深度学习在人脸识别中的应用**  基于卷积神经网络的学习方法，香港中文大学的DeepID项目［3］以及Facebook的DeepFace项目［4］在户外人脸识别(labeled faces in the wild，LFW)数据库上的人脸识别正确率分别达97.45%和97.35%。  之后，采用基于卷积神经网络的学习方法，香港中文大学的DeepID2项目［31］将识别率提高到了99.15%，超过目前所有领先的深度学习［3-4］方法在LFW数据库上的识别率,甚至超过了人类手工识别在该数据库上的识别率［32］。DeepID2的深度结构包含4个卷积层，其中第3层采用2×2邻域的局部权值共享，第4层没有采用权值共享，且输出层与第3、4层都全连接。  **6、热点分析**  2016年，Google DeepMind的AlphaGo在围棋赛场上大显神威，让深度学习这一概念深入人心，深度学习的出现让很多人工智能相关技术取得了大幅度的进展，深度学习在语音识别、安防、机器人和自动驾驶等多个领域得到了应用。下面，本文将以图像处理和人工智能领域的最新论文为线索，对研究热点做出介绍和总结。  **6.1、创新的网络结构**  最近的很多研究，是围绕着表现更好的网络模型进行的。在这些工作中，有些是提出了新的网络框架，有些是对原有框架存在的问题提出了修补或解决方案，有些是将现有的深度学习方法和传统的计算机视觉方法相结合，为深度学习找到了新的应用点。  前微软研究员何凯明凭借着深度残差学习在ImageNet比赛的三个任务，以及COCO比赛的检测和分割任务上都获得了第一名，并获得了CVPR2016最佳论文[33]，深度残差网络使得设计上千层的超深网络成为可能。Redmon J等使用纯CNN，达到了实时检测的效果[34]。Shrivastava A等人的工作提供了F-RCNN框架下，在训练过程中进行样本筛选的方案[35]。 Tao Kong组的主要工作是提出了对CNN的多层特征进行融合的思路[36]。[37]提出了recursive-supervision方法和skip-connection方法来避免DRCN中会出现的梯度消失或爆炸问题。  **6.2、创新的研究方法**  以CNN及其衍生方案为代表的一些深度学习方法，存在着对最终效果缺乏理论解释的问题，拥有良好效果的网络模型往往是研究人员通过实验对比，不断的改良而产生的。围绕这个现象，不断有人提出新的研究方法，这些方法试图通过一些手段来帮助科研人员对网络模型进行挑选、设计和组合，他们的工作没有产生创新的网络结构，而是提供了创新的研究方法。  [38]的方法尝试帮助研究人员进行CNN的设计和选择，他们使用Bayesian和least squares SVM的方法来从预先训练的CNN模型中挑选适合的模型。面对各种CNN模型各有所长的问题，[39]使用了一个被称为“语义解释器”的前处理模块来动态选择CNN网络模型。Google DeepMind提出了用LSTM学习如何设计优化算法，即学习“如何学习”[40]。 |

|  |
| --- |
| **三、总结与展望**  深度学习算法在图像识别和语音识别中的应用，尤其是大规模数据集下的应用取得了突破性的进展，但仍有以下问题值得进一步研究:  1)无标记数据的特征学习。目前，标记数据的特征学习仍然占据主导地位，而真实世界存在着海量的无标记数据，将这些无标记数据逐一添加人工标签，显然是不现实的。所以，随着数据集体量和存储技术的发展，必将越来越重视对无标记数据的特征学习，以及为无标记数据进行自动添加标签的技术的研究。  2)模型规模与训练速度、训练精度之间的权衡。一般地，相同数据集下，模型规模越大，训练精度越高，训练速度会越慢。例如一些模型方法采用ReLU非线性变换、GPU运算，在保证精度的前提下，往往需要训练数天至一周的时间。对于模型优化，诸如模型规模调整、超参数设置、训练时调试等问题，训练时间会严重影响其效率。故而，如何在保证一定的训练精度的前提下，提高训练速度，依然是深度学习方向值得研究的课题之一。  3)与其他方法的融合。从上述应用实例中可发现，单一的深度学习方法，往往并不能带来最好的效果，很多具有实用意义的深度学习解决方案综合使用了其他的人工智能方法甚至是传统的图像处理算法，以获得更高的准确率。因此，深度学习方法与其他方法的融合，具有一定的研究意义。  4)缺乏充足的训练数据的情况下的训练方法。有些领域，例如医学图像处理，由于标注这些图片需要具备特殊的专业知识，很难获取足够的训练数据。在这种情况下，传统的训练方法往往表现欠佳，如何训练具有实用价值的深度学习模型值得研究。  5)创新的实验和研究方法。自从神经网络诞生以来，有很多人试图解释神经网络究竟学到了什么特征，然而效果却不尽人意。理解神经网络所学习到的特征，能够对设计新的网络架构起到指导作用，但是在直接对提出理论解释比较困难的情况下，设计和改进深度学习的研究方法，提出能够帮助科研人员进行模型筛选的工具，或者组合切换各种模型的方法，也是很有意义的，这也是当下的研究热点。 |

|  |
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