Run 1:

* Data size: 1M cặp câu Anh – Việt từ PhoMT + Mtet dataset
* Mô hình: Llama 3 – 8B (Qlora)
* Max Memory Allocate:34425798656 (32 GB)
* Thời gian chạy: 40,25 hours
* train\_batch\_size: 16
* gradient\_accumulation\_steps: 4
* Nhận xét: Bộ nhớ gấp 5 lần T4 (Colab Free) và chạy nhanh hơn gấp 10 lần

Run 2:

* Data size: 88k context, question, answer from ViMMRC and Vietnamese Squad
* Mô hình: Llama 3 – 8B (Qlora)
* Max Memory Allocate: 41501130752 (38 GB)
* Thời gian chạy: 6 tiếng rưỡi
* train\_batch\_size: 16
* gradient\_accumulation\_steps: 4