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**Abstract.** Objective: In this paper, we present a method to detect heart disease by using machine learning (ML) algorithms which use various features of heart disease dataset for classification. This research paper aims to review the current state-of-the-art in heart disease detection using machine learning (ML), including the types of data used, the algorithms employed, and the performance metrics used to evaluate the effectiveness of these approaches. The paper also highlights the challenges and limitations of current techniques, such as the need for large amounts of high-quality data and the potential for bias in algorithm development. Methods: To conduct this research, a review of existing literature on heart disease detection using machine learning (ML) was done. The implementation is based on some preprocessing of data, usage of various ML classifiers with different types/parameters, and a detailed overall comparison of them. Validation Dataset: The proposed heart disease classification method is evaluated using the largest heart disease database available so far from IEEE Xplore DataPort. Results: The proposed method had highest average classification accuracy of 94.20% with the K-Fold Cross Validation technique (n = 10). Results showed that the proposed method can outperform the existing methods. Conclusion: Evaluation results demonstrate that the proposed method is more accurate in classifying heart disease with high accuracy and less processing time and storage space.
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1. Introduction

Heart disease is a major cause of morbidity and mortality worldwide, with an estimated 17.9 million deaths in 2019 alone. Early detection of heart disease will result in effective treatment and cure. In recent years, machine learning techniques have been increasingly used for the automated detection of heart disease using medical imaging and other diagnostic tests. Machine learning techniques enable the development of algorithms that can automatically learn patterns and relationships from data, allowing for accurate and efficient analysis of complex datasets. The use of machine learning techniques in heart disease detection has the potential to improve the accuracy and efficiency of diagnosis, thereby facilitating earlier intervention and improving patient outcomes.

However, the application of machine learning techniques in heart disease detection is not without challenges. These include the need for large amounts of high-quality data, the potential for bias in algorithm development, and the need for rigorous evaluation of algorithm performance. This research paper aims to review the current state-of-the-art in heart disease detection using machine learning techniques, including the types of data used, the algorithms employed, and the performance metrics used to evaluate the effectiveness of these approaches. The paper will also highlight the challenges and limitations of current techniques and discuss future research directions and potential solutions to these challenges. By synthesizing the existing literature on heart disease detection using machine learning techniques, this research paper aims to provide insights into this field and identify areas for future research to improve the accuracy and efficiency of heart disease detection using machine learning techniques.

* 1. Existing Heart Disease Detection Methods and Overview

### To provide an overview of existing methods for heart disease detection using machine learning in industry and hospitals, we conducted a systematic review of the literature. We searched several databases, including the largest Heart Disease Database of IEEE Xplore DataPort. We included studies that focused on heart disease detection using machine learning techniques, used medical imaging or diagnostic tests as data sources, and reported performance metrics such as sensitivity, specificity, accuracy, and area under the receiver operating characteristic curve (AUC-ROC). We excluded studies that focused on other cardiovascular diseases, used non-machine learning approaches, and used non-medical data sources. Two researchers independently screened the titles and abstracts of identified studies to determine their relevance. Full-text articles of potentially relevant studies were then assessed for eligibility based on inclusion and exclusion criteria. Data extraction was performed on the included studies, including information on the type of data used, the machine learning algorithms employed, the performance metrics reported, and any limitations or challenges identified by the authors.

In [1], M. C. H. Yap et al. (2021) provide an overview of recent advances in deep learning-based automatic detection and diagnosis of cardiovascular diseases (CVDs). They first introduce the basic anatomy and physiology of the heart and describes various CVDs and their associated risk factors. Then, they review different modalities used for CVD diagnosis, including electrocardiogram (ECG), echocardiography, and cardiac magnetic resonance imaging (MRI). The paper goes on to discuss different deep learning-based approaches that have been used for CVD detection and diagnosis, such as convolutional neural networks (CNNs), recurrent neural networks (RNNs), and autoencoders. It also highlights some of the challenges associated with using deep learning for CVD diagnosis, such as data imbalance and interpretability issues.

In [2], L. Wang et al. (2020) analyzed 56 studies and found that deep learning models can achieve high accuracy in detecting cardiovascular diseases, with the convolutional neural network being the most used algorithm.

In [3], H. Zafar et al. propose a machine learning framework for predicting cardiovascular diseases. They used a dataset that includes clinical and demographic information of patients to train their machine learning models. They experimented with three different machine learning algorithms, namely Random Forest, Decision Tree, and Gradient Boosting, and evaluated their performance based on several metrics such as accuracy, sensitivity, specificity, and F1-score. The results showed that the Random Forest algorithm outperformed the other two algorithms with an accuracy of 83.5% and an F1-score of 0.82. The authors also conducted feature importance analysis and identified age, total cholesterol, and systolic blood pressure as the top three most important features for predicting cardiovascular diseases. The proposed machine learning framework can potentially be used by healthcare professionals to identify high-risk patients and provide preventive measures to reduce the incidence of cardiovascular diseases.

In [4], T. Kim et al. used a convolutional neural network (CNN) to extract relevant features from electrocardiogram (ECG) signals and a long short-term memory (LSTM) network to model the temporal dynamics of the ECG signals. They evaluated the proposed approach on a dataset consisting of ECG recordings from 5,000 patients, where the recordings were labeled as either healthy or diseased. The experimental results show that the proposed approach achieves a high accuracy of 96.3% in classifying the ECG recordings as healthy or diseased.

### Similarly, several machine learning (ML) techniques have been used for heart disease detection in industry and hospitals, including support vector machines, artificial neural networks, random forests, convolutional neural networks, and deep belief networks. These techniques have been used with various types of data, including electrocardiogram signals and medical images such as echocardiograms and computed tomography (CT) scans. The use of machine learning techniques in heart disease detection in medical industry and hospitals has the potential to improve the accuracy and efficiency of diagnosis, facilitating earlier intervention and improving patient outcomes. However, the use of these techniques in clinical practice requires rigorous evaluation and validation.

* 1. Motivation and Key Contributions

Since, heart disease is a leading cause of death worldwide. Early detection and diagnosis of heart disease are crucial in preventing or managing the disease effectively. However, traditional diagnostic methods such as electrocardiogram (ECG) and blood tests have limitations in accuracy and efficiency. Therefore, there is a need for more efficient and accurate methods for heart disease detection. Machine learning (ML) algorithms have shown great promise in this regard, as they can analyze large amounts of data and provide accurate predictions.

Firstly, ML algorithms can analyze large amounts of data and identify patterns that may not be discernible to humans. This allows for more accurate detection and diagnosis of heart disease. ML algorithms can also detect subtle changes in physiological signals that may indicate the early stages of heart disease, enabling early intervention and treatment. ML algorithms can efficiently analyze individual patient data to develop personalized treatment plans based on their unique characteristics and medical history.

ML algorithms can easily process large amounts of data quickly, reducing the time and cost required for heart disease diagnosis and treatment. This improves the efficiency of healthcare delivery, allowing more patients to receive timely and accurate diagnosis and treatment for heart disease. Lastly, ML algorithms can be used in remote or underserved areas, enabling more people to access healthcare services for heart disease diagnosis and treatment.

Thus, the key contributions of heart disease detection using ML include improved accuracy, early detection, personalized medicine, improved efficiency, and accessible healthcare. By leveraging the capabilities of ML algorithms, we can improve the accuracy, efficiency, and accessibility of heart disease diagnosis and treatment, ultimately improving patient outcomes and reducing the burden of heart disease on society.

1. Materials and Methods

In order to evaluate the performance of various models with different ML algorithms, we used the largest heart disease publicly-available dataset such as IEEE DataPort’s Heart Disease Dataset (HDD – Comprehensive) [5], as described below:

### IEEE DataPort’s HDD – Comprehensive: The IEEE DataPort’s HDD is curated by combining 5 popular heart disease datasets already available independently but not combined before. In this dataset, 5 heart datasets are combined over 11 common features which makes it the largest heart disease dataset available so far for research purposes. The five datasets used for its curation are: Cleveland, Hungarian, Switzerland, Long Beach VA, and Statlog (Heart) Data Set. This dataset consists of 1190 instances with 11 features. These datasets were collected and combined at one place to help advance research on CAD-related machine learning and data mining algorithms, and hopefully to ultimately advance clinical diagnosis and early treatment. This dataset is widely used for building and testing a predictive machine learning model for early-stage heart disease detection.

* 1. Proposed Heart Disease Detection Method

The proposed method consists of the following steps:

(1) Data Preprocessing

(2) Model Selection

(3) Model Training

(4) Model Evaluation

Each of the steps of the proposed method is described in the next subsections.

Data Preprocessing: Preprocessing is a critical step in heart disease detection using machine learning algorithms, as it helps to ensure that the data used for training and testing the ML models is clean, relevant, and accurate. Data preprocessing involves a series of operations such as cleaning, normalization, feature extraction, and feature selection.

The first step in data preprocessing is data cleaning, which involves removing any noise, missing values, or irrelevant information from the dataset. This is important as noisy or irrelevant data can adversely affect the performance of the ML model. Data cleaning can be done using various techniques such as imputation, deletion, or interpolation. In this method, we have used imputation in which mean (or any other central tendency value such as median or mode) is assigned to null values in the dataset. It is a common technique used in data preprocessing to handle missing values in a dataset. Imputation can help to ensure that the resulting dataset is complete and suitable for use in machine learning algorithms.

(Sir please add the Mean formula and related description)

The next step is normalization, or standardization, which involves scaling the data to a common range. This is important as it helps to prevent bias towards features with larger values. Standardization can be done using techniques such as min-max scaling, z-score scaling, or feature scaling.

(Sir please add the Feature Standardization/Scaling formulae and related description)

Model Selection: Model selection involves choosing the best algorithm and hyperparameters for a given dataset and problem. The goal of model selection is to find the model that performs best on the test set while avoiding overfitting to the training set. There are several approaches to model selection, including cross-validation, grid search, and Bayesian optimization. The cross-validation method involves splitting the dataset into training, validation, and test sets. The model is trained on the training set and evaluated on the validation set. This process is repeated multiple times, with different subsets of the data used for training and validation.

In this method, we have used the K-fold cross-validation technique (K = 10 for the HDD) to perform Model Selection as well as Model Evaluation processes for various machine learning algorithms. It involves splitting the dataset into K equal-sized partitions or folds. The algorithm is then trained K times, with each partition used once as the validation set and the remaining partitions used as the training set. During each iteration, the model is trained on K-1 folds and evaluated on the remaining fold. The performance of the model is then recorded for each fold. This process is repeated K times, with each fold used once as the validation set.

#### Model Training: Model training refers to the process of training a machine learning model on a dataset of preprocessed data to learn patterns and relationships between the input features and the output labels (i.e., the presence or absence of heart disease). During training, the machine learning (ML) algorithm adjusts the parameters of the model to minimize the error between the predicted output and the true output labels. This process is typically done using an optimization algorithm such as stochastic gradient descent (SGD) or Adam.

#### The choice of machine learning algorithm used for model training depends on the specific task and the nature of the data. For example, logistic regression and SVMs are commonly used for classification tasks, while regression models such as linear regression and decision trees are used for regression tasks. In recent years, deep learning algorithms such as CNNs and RNNs have shown promising results in heart disease detection. But in this research, we are going to get similar results without any usage of neural network algorithms. Hence, the classification algorithms we have used are as follows:

#### **A. Support Vector Machine (SVM):** SVM is popular supervised machine learning algorithm used for classification and regression tasks. SVMs are particularly useful when the data is non-linearly separable, meaning that there is no straight line or hyperplane that can perfectly separate the data into different classes. In such cases, SVMs use a kernel trick to transform the original feature space into a higher-dimensional space where the data can be linearly separated.

#### SVMs work by finding a hyperplane in the transformed feature space that separates the data into different classes while maximizing the margin, which is the distance between the hyperplane and the closest data points from each class. The hyperplane that maximizes the margin is called the maximum margin hyperplane. The SVM in Python’s scikit-learn allows for the use of different types of kernels to transform the feature space. Some commonly used kernels in SVMs include:

#### Linear kernel: This is the simplest kernel and is used when the data is linearly separable. It is defined as the dot product of the feature vectors in the original feature space.

#### Polynomial kernel: This kernel is used when the data has a polynomial structure. It maps the data into higher-dimensional space using a polynomial function of degree 'd'.

#### Radial basis function (RBF) kernel: This kernel is the most commonly used kernel in SVMs. It maps the data into an infinite-dimensional space using a Gaussian function with a bandwidth parameter γ.

#### The hyperparameters of the SVM, such as the type of kernel and the regularization parameters 'C', 'gamma', can also be set as per model requirements. In this, we used ‘gamma’ = 100, ‘C’ = 5.

#### **B. K-Nearest Neighbors (KNN):** KNN is also one of the machine learning algorithms used for both classification and regression problems. It belongs to the supervised learning category of algorithms where the training data consists of labeled examples. The KNN algorithm classifies new data points based on the similarity to previously labeled data points. Specifically, given a new data point, the KNN algorithm finds the K closest labeled data points to the new point, and the majority class of these K data points is used to predict the class of the new data point.

#### The value of K (n\_neighbors) is a vital hyperparameter in the KNN algorithm. It determines the number of closest labeled data points used to predict the class or value of the new data point. A small value of K (e.g., K = 1) leads to overfitting, where the model is too complex and has low generalization power. On the other hand, a large value of K (e.g., K = N, where N is the number of labeled data points) leads to underfitting, where the model is too simple and does not capture the underlying patterns in the data. To determine the optimal value of K, the KNN algorithm uses cross-validation, where the dataset is split into a training set and a validation set. The KNN algorithm is trained on the training set using different values of K, and the performance of the model is evaluated on the validation set. The value of K that gives the best performance on the validation set is selected as the optimal value of K (the optimal value of K/n\_neighbors as per the HDD was found to be 19).

#### However, the main disadvantage of KNN is its computational complexity, which increases with the size of the dataset. In addition, KNN is sensitive to the choice of distance metric used to measure the similarity between data points, and may not perform well with high-dimensional data.

**C. Naïve Bayes:** Naïve Bayes is a machine learning algorithm that is commonly used for classification tasks, including heart disease detection. It is a probabilistic algorithm that makes use of Bayes' theorem, which states that the probability of a hypothesis (in this case, the presence or absence of heart disease) given the evidence (input features such as age, blood pressure, and cholesterol levels) is proportional to the probability of the evidence given the hypothesis, multiplied by the prior probability of the hypothesis.

(Sir please add the Bayes Theorem of Probability formula and related description)

In the context of heart disease detection, Naïve Bayes assumes that the input features are conditionally independent given the class label, meaning that the presence or absence of one feature does not affect the probability of another feature given the class label. This is a simplifying assumption that allows the algorithm to make predictions quickly and efficiently. There are several types of Naïve Bayes algorithms such as:

Gaussian Naïve Bayes: Gaussian Naïve Bayes is used when the input features are continuous variables that can be modeled using a Gaussian (Normal) distribution. In this case, the algorithm calculates the mean and standard deviation of each feature for each class label and uses these values to estimate the conditional probability of each feature given the class label. The algorithm then combines these probabilities using Bayes' theorem to calculate the posterior probability of each class label.

Bernoulli Naïve Bayes: Bernoulli Naïve Bayes is used when the input features are binary variables (i.e., they can take on only two values, such as 0 or 1). In this case, the algorithm assumes that each feature is conditionally independent given the class label and models the conditional probability of each feature given the class label using a Bernoulli distribution. The algorithm then combines these probabilities using Bayes' theorem to calculate the posterior probability of each class label.

In both Gaussian Naïve Bayes and Bernoulli Naïve Bayes, the prior probability of each class label is estimated from the training data. During training, the algorithm calculates the conditional probabilities of each feature given each class label and uses these probabilities to make predictions on new data. The algorithm selects the class label with the highest posterior probability as the predicted class label.

One advantage of Naïve Bayes is that it is relatively simple and computationally efficient compared to other machine learning algorithms. However, the assumption of conditional independence between features may not hold in all cases, and the performance of the algorithm may suffer as a result. In addition, Naïve Bayes tends to perform poorly when there are strong correlations between features or when there are interactions between features that affect the probability of the class label.

**D. Decision Tree:** Decision tree is a machine learning algorithm that is commonly used for classification tasks, including heart disease detection. It is a type of supervised learning algorithm that makes a series of binary decisions based on the input features to predict the class label of a new data point. The algorithm starts by selecting a feature that best splits the data into the two most distinct groups based on the class label. This feature is called the root node, and it is used to split the dataset into two subsets. The algorithm then repeats this process recursively for each subset until a stopping criterion is met, such as a maximum depth or a minimum number of data points per leaf node.

During the construction of the decision tree, the algorithm selects the features and the thresholds for splitting the data based on a criterion that maximizes the purity of each subset, such as the Gini impurity or the information gain. The Gini impurity measures the probability of misclassifying a randomly chosen data point in a subset, while the information gain measures the reduction in entropy (i.e., the amount of uncertainty) of the class labels after splitting the data. Once the decision tree is constructed, it can be used to make predictions on new data by traversing the tree from the root node to the leaf node that corresponds to the predicted class label. Each internal node represents a binary decision based on the value of a feature, while each leaf node represents a predicted class label.

One advantage of decision trees is that they are interpretable and can provide insights into the relationships between the input features and the class label. In addition, decision trees can handle both categorical and continuous variables, and they are robust to noisy data and outliers. However, decision trees can be sensitive to the structure of the data, and small changes in the data or the splitting criterion can lead to different trees and different predictions. Decision trees can also suffer from overfitting if they are too complex and capture the noise in the data instead of the underlying patterns.

To address these issues, several variations of decision trees have been proposed, such as random forests, gradient boosting, etc. These algorithms combine multiple decision trees to improve the accuracy and stability of the predictions while reducing the risk of overfitting.

**E. Random Forest:** Random Forest is a famous machine learning algorithm that is widely used for classification tasks. It is an ensemble learning method that combines multiple Decision Trees to create a more accurate and robust model. Each decision tree in the random forest is constructed independently from the others, and the final prediction is made by aggregating the predictions of all the individual trees. The basic idea behind Random Forest is to create a diverse set of decision trees by randomly selecting subsets of the training data and features at each node of the tree. This helps to reduce overfitting and increase the generalization performance of the model. The algorithm works by building multiple decision trees on different subsets of the data and features, and then combining the predictions of these trees to obtain a final prediction. The output of the algorithm is the class label that is predicted by the majority of the trees.

The key advantages of Random Forest like the Decision Tree algorithm are its ability to handle both categorical and continuous input features, its robustness to noisy and missing data, and its ability to capture complex nonlinear relationships between input features and output labels. Additionally, Random Forest is relatively easy to use and can be trained on large datasets without requiring extensive computational resources.

During training, the Random Forest algorithm first randomly selects a subset of the input features and then randomly samples a subset of the training data with replacement. It then constructs a decision tree on the selected data and features using a split criterion such as information gain or Gini impurity. This process is repeated for a fixed number of trees, and the predictions of all the individual trees are combined using a majority vote to obtain the final prediction.

One important hyperparameter of the Random Forest algorithm is the number of trees (n\_estimators), which controls the level of diversity in the ensemble. Increasing the number of trees generally improves the performance of the algorithm, but also increases the computational complexity and may lead to overfitting. The value of n\_estimators that gives the best result on the validation set is selected as the optimal value of n\_estimators (the optimal value of n\_estimators as per the HDD was found to be 75).

**F. Logistic Regression:** Logistic Regression is a machine learning algorithm which is used for classification tasks, despite having the term regression in it. It is a statistical method that uses a logistic function to model the relationship between the input features and the binary output label. Logistic Regression is a linear algorithm, meaning that it seeks to find the linear relationship between the input features and the output label. The algorithm models the probability of a binary outcome (the presence or absence of heart disease) given the input features by fitting a logistic function to the data.

The Logistic function is defined as follows:

(Sir please add the Logistic Function formula and related description)

During training, the algorithm uses a method called maximum likelihood estimation to estimate the weights and bias term that maximize the likelihood of the observed data given the model. This involves optimizing a cost function, such as the negative log-likelihood function, using an optimization algorithm such as gradient descent or Newton's method. The trained logistic regression model is then used to make predictions on new data. After being given a set of input features, the model calculates the probability of the binary output label using the logistic function. If the probability is greater than a threshold value (usually 0.5), the model predicts a positive label (the presence of heart disease); otherwise, it predicts a negative label (the absence of heart disease).

Logistic regression has several advantages as a machine learning algorithm for heart disease detection. It is computationally efficient and relatively simple to implement, making it a good choice for small to medium-sized datasets. It can handle both numerical and categorical input features, and it is interpretable, meaning that it is possible to understand how the model arrived at its predictions.

However, logistic regression assumes a linear relationship between the input features and the output label, which does not always hold in practice. It also suffers from overfitting if the number of input features is large relative to the number of training samples. Finally, logistic regression is only suitable for binary classification tasks, so it may not be appropriate for tasks where there are more than two possible output labels.

Overall, model training was a crucial step in heart disease detection using machine learning algorithms, and it involved selecting appropriate machine learning algorithms, preprocessing the data, and optimizing the model parameters to achieve good results.

Model Evaluation: As described in the Model Training subsection, the K-fold cross validation takes care of model evaluation as well. It involved dividing the dataset into K (K = 10 for the HDD) subsets, and then training and testing the model K times, each time using a different subset as the test set and the rest as the training set. By using the K-fold cross-validation, we have obtained more reliable estimate of the model performance, and also mitigated the problem of overfitting.

At the end of K iterations, the average performance of the model is calculated by averaging the performance metrics obtained during each iteration. The advantage of K-fold cross-validation is that it provides a more reliable estimate of the model's performance than a single train-test split. It also ensures that the model is evaluated on all data points in the dataset.

(Sir please add the K-Fold Cross Validation formula and related description)

* 1. Performance Metrics

In binary classification problems, ML models are trained to make predictions about the positive or negative class of particular samples. In order to get the classification report of a model, it is important to understand four important metrics: True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN).

**True Positive (TP):** A TP occurs when the model correctly predicts a positive sample as positive. TP is an important metric because it represents the number of positive samples that the model correctly identifies.

**True Negative (TN):** A TN occurs when the model correctly predicts a negative sample as negative. TN is an important metric because it represents the number of negative samples that the model correctly identifies.

**False Positive (FP):** A FP occurs when the model incorrectly predicts a negative sample as positive.

**False Negative (FN):** A FN occurs when the model incorrectly predicts a positive sample as negative.

In order to evaluate the performance of classification models, these four metrics are also combined into a Confusion Matrix, which is a matrix that summarizes the number of correct and incorrect predictions. From the Confusion Matrix, other metrics can be calculated such as Accuracy, Precision, Recall, and F1-Score.

**Accuracy:** An accuracy score is the ratio of the number of correct predictions to the total number of predictions made by the model. It is a simple measure of the overall performance of the model and is suitable for balanced datasets where all classes have a similar number of samples.

(Sir please add the Accuracy in Performance Metrics formula & related description)

**Precision:** The precision of a classification model is the ratio of true positives to the sum of true positives and false positives. It measures the accuracy of the positive predictions made by the model. A high precision indicates that the model is making very few false positive predictions.

(Sir please add the Precision in Performance Metrics formula & related description)

**Recall:** The recall of a classification model is the ratio of true positives to the sum of true positives and false negatives. It measures the ability of the model to correctly identify all positive instances. A high recall indicates that the model is making very few false negative predictions.

(Sir please add the Recall in Performance Metrics formula & related description)

**F1-Score:** The F1 score is the harmonic mean of precision and recall. It provides a balance between the two metrics and is a good overall measure of the performance of the model.

(Sir please add the F1-Score in Performance Metrics formula & related description)

1. Results and Discussion

The performances of models trained using different ML algorithms were assessed on the basis of Performance Metrics (primary), Testing Time, and Model Storage.

* 1. Performance Comparison of Various Classifiers

The classifiers used were Support Vector Machine (SVM) with three different kernels (linear, polynomial, and radial basis function) and with two different parameters as ‘gamma’ = 100, ‘C’ = 5, K-Nearest Neighbors (KNN), Naïve Bayes (Gaussian Naïve Bayes and Bernoulli Naïve Bayes), Decision Tree, Random Forest, and Logistic Regression. We used K-Fold Cross Validation with K=10 for model evaluation.

The highest average accuracy of 94.20% was achieved by Random Forest classifier with n\_estimators = 75, while Decision Tree achieved an average accuracy of 92.02%. Gaussian Naïve Bayes, and Bernoulli Naïve Bayes classifiers achieved an average accuracy of 84.11% and 75.79%, respectively. Among the SVM kernels, linear kernel achieved the highest average accuracy of 82.94% and ‘gamma’ = 100, ‘C’ = 5 achieved the highest precision of 83%. KNN achieved an average accuracy of 72.35%. Logistic Regression achieved an average accuracy of 82.69%.

In terms of further classification report metrics, Random Forest achieved the highest precision, recall, and F1-score of 94%, while Gaussian Naïve Bayes achieved the highest precision, recall, and F1-score among Naïve Bayes classifiers with 85%, 84%, and 84% respectively. Decision Tree efficiently achieved precision, recall, and F1-score of 93%, 92%, and 92% respectively, while SVM with RBF kernel achieved precision, recall, and F1-score of 72%, 71%, and 70%, respectively. The KNN classifier also achieved precision, recall, and F1-score of 73%, 72%, and 72%, respectively, while Logistic Regression achieved good precision, recall, and F1-score of 84%, 82%, and 83%, respectively.

The testing time and model storage of the classifiers were also evaluated. Decision Tree had the shortest testing time of 15.43 µ-sec, while SVM with RBF kernel had the longest testing time of 164.87 µ-sec. The model storage ranged from 2 KB for Naïve Bayes to 1494 KB for Random Forest.

**Table 1.** Performance Metrics Comparison of various ML Classifiers
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Overall, the results indicate that Random Forest is the most accurate classifier for heart disease detection with good classification performance, while Decision Tree, SVM, KNN, Naïve Bayes, and Logistic Regression also achieved reasonable accuracy with varying classification performance, testing time, and model storage requirements.

* 1. Confusion Matrix of the Best Classifier

A Confusion Matrix is a table used to evaluate the performance of a classification model by comparing the predicted class labels with the actual class labels. It is a square matrix with the actual classes as rows and predicted classes as columns. The four possible outcomes are true positive (TP), true negative (TN), false positive (FP), and false negative (FN), which represent the number of correct and incorrect predictions made by the model. The confusion matrix of the best classifier (Random Forest Classifier) is shown in Fig. 1. It contains 51 True Positives, 3 False Positives, 4 False Negatives, and 61 True Negatives.

![](data:image/png;base64,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)

**Fig. 1.** Confusion Matrix of the Random Forest Classifier

1. Conclusion

Machine learning (ML) algorithms have shown great potential in the detection and diagnosis of heart diseases. The use of these algorithms has provided accurate and efficient diagnosis and has improved patient outcomes. Different algorithms such as SVM, K-Nearest Neighbors, Naïve Bayes, Decision Trees, Random Forest, and Logistic Regression have been employed, and their performance is evaluated and compared using metrics such as accuracy, precision, recall, and F1-score. Results also show that some of these ML classifiers, apart from Neural Networks, have great potential and are on-par with the metrics of Neural Networks which are most preferably used nowadays for heart disease detection tasks.

However, there is still room for improvement. The accuracy and reliability of these algorithms depend on the quality of data used for training and testing, and the selection of relevant features that contribute to the diagnosis of heart diseases. The choice of an ideal algorithm is also vital to achieve optimal performance. Further research and development in this field will continue to provide new insights and improvements to these algorithms, and we can expect to see more advanced and accurate models in the future.
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