操作系统作业-第三章

1.

（1）错误，CPU正在执行一个 Down 操作时，如果有中断到来，那么这个中断处理进程可以被放在等待队列上。当 Down 操作完成后，CPU再回到原进程或者执行等待队列中的进程。如果中断处理进程可以抢占CPU执行Down操作，则会导致死锁，并且由于Down 操作是临界区的代码，因此此时不会发生中断抢占的情况，因为中断无法抢占进程的临界区。

（2）正确，临界区是共享资源的一段程序代码，同一时间只能被一个进程访问。在这个临界区内，进程需要互斥，以避免产生数据异常和硬件资源冲突的情况。

（3）错误，多个进程可以同时进入临界区，只要它们不是同时访问共享资源。

（4）错误，进程 A 与进程 C 可以同时运行，如果它们不共享同一个资源。只有当它们之间有一个共享的资源时，才需要互斥。

（5）错误，系统处于不安全状态只是一个可能导致死锁的原因，但不一定导致死锁的发生。只有在所有进程都无法继续执行时，才会出现死锁问题。

（6）错误，系统不是死锁状态并不意味着它是安全状态。

2.

(1) D、低级进程通信原语。Down、Up 操作是进程或线程通过操作信号量来进行互斥访问临界资源的一种低级进程通信原语。

(2) A、命令解释程序。命令解释程序（shell）是在用户态执行的，用于读取用户输入的命令并将其解释和执行。

(3)B、 M、N 分别为 1、0。信号量初值为 3，当前值为 1，表示该资源目前只有 1 个可用的资源，有 2 个进程在使用该资源。但是没有等待的。

(4) C、每个进程最多需要 3 台打印机，所以每个进程占用 个资源时， 有2k+1<=8，则K<=3.5,所以k=4时会发生死锁

3.

（1）[-9,1]

（2）竞争条件和死锁

（3）消息队列、读指针和写指针

（4）间接通信

（5）环路图

（6）死锁避免、死锁预防、死锁预防

4.

Bernstein 条件是判断程序能否并发执行的条件。当P1的读集和P2的写集、P1的写集和P2的读集、P1的写集和P2的写集交集都为空时，满足条件

可能会失去封闭性和可再现性

5.

信号量是一种特殊的变量，用于控制对共享资源的访问，是一种用于进程间同步和互斥的方法。

信号量定义了一个整型变量和两个原语操作：P 和 V。P用于获取资源（阻塞进程），每次P操作将信号量减1，表示已经使用了一部分资源，同时检查资源数量是否大于或等于0；如果不是，则阻塞等待。V用于释放资源，每次V操作将信号量加1，表示已经释放了一部分资源，同时检查是否有其他进程在等待资源，如果有，则唤醒其中一个进程。

通过这两个操作，可以实现进程间的通信。例如，通过信号量可实现进程对缓存区和消息队列的读写操作。在缓存区中，进程可以利用信号量实现生产者-消费者的同步操作；在消息队列中，进程可以利用信号量实现进程间消息的发送和接收。在进程间通信时，每个进程需要先通过P操作来获得互斥访问的权限，然后再进行临界资源的访问。访问完成后，该进程需要通过V操作释放互斥访问权限，以便其他进程也能够访问该资源。

6.

假设有两个进程P1和P2，在它们之间有一个临界区需要进行互斥访问。如果Down操作和Up操作没有被实现为原语，那么在相同时间内可能会有两个进程同时试图进入临界区，这会导致数据的不一致和出错。

例如，如果P1执行的Down操作被中断，导致未成功获取互斥访问的权限，而此时P2又执行了Down操作成功获得互斥访问权限，就会导致两个进程同时访问临界区。这时，就会发生数据不一致和出错的问题。因此，Down和Up操作必须被实现为原语，以确保临界区的互斥访问。

8.

同步是指多个进程或线程按照一定的顺序协同工作，保持有序性。也就是说，不同的进程或线程共同完成某个任务时，它们之间需要有一定的时间协调和信息交互，以保证整个任务能够按预期完成。同步是保持进程间顺序的方法。

而互斥是指多个进程或线程之间共享一些资源，但同时只有一个进程或线程能够访问这些资源。也就是说，如果两个进程同时访问一个共享资源，就会引起冲突和数据不一致的问题，需要通过一定的方法来解决这些问题。互斥是保护共享资源，防止并发访问的方法。

同步和互斥的联系在于，它们都是实现进程或线程之间协作的方法。如果进程或线程之间需要共享资源，那么就需要采用互斥的方法来避免冲突和数据不一致的问题。而在共享资源的过程中，进程或线程还需要按照一定的顺序协作，以完成某个任务，这时就需要采用同步的方法来保持进程或线程之间的有序性。

10.

管道和管程都是用于进程间通信的工具，但它们在实现上有一些不同之处。

管道是一种通信方式。它将一个进程的输出和另一个进程的输入直接相连，其中一个进程所输出的数据会作为另一个进程的输入数据。它可以实现在不同进程间进行数据传输，被广泛应用于 Shell 脚本等领域中的一些 I/O 操作。在管道中，数据流动的方向是单向的，而且管道只有一个读端口和一个写端口，不支持多个进程同时写入和读取。

管程是一种数据结构，它提供了一种同步机制，可以保护共享资源的访问，防止并发访问引起的错误。管程在进程间提供了操作共享数据的原语，使得进程可以互相通信并协同工作。管程中封装了访问共享资源的代码，使得共享资源的访问可以在管程维护的临界区中被互斥地进行，进程可以在不发生冲突的情况下访问共享资源。管程还提供了条件变量，可以让进程在满足特定条件时等待或唤醒。

总的来说，管道和管程都是进程间通信的机制，但它们适用于不同的场景。管道适合用来进行进程之间单向的数据传输，而管程适合用于实现对共享资源的管理和保护。

12.

使用三个信号量 empty、full 和 mutex 来实现缓冲区的管理和互斥访问。其中 empty 表示当前缓冲区中的空闲位置数量，full 表示当前缓冲区中已有的数据数量，mutex 用于实现对缓冲区的互斥访问。

#define N 8 // 缓冲区长度

#define M 3 // 计算进程数量

#define K 2 // 打印进程数量

Semaphore empty = N; // 缓冲区剩余空间

Semaphore full = 0; // 已经有的数据个数

Semaphore mutex = 1; // 互斥信号量

int buffer[N]; // 缓冲区

int in = 0, out = 0; // 缓冲区下标

void producer() {

int result; // 计算结果

while (true) {

result = calculate();

// 等待空余的缓冲区

Down(&empty);

// 获取缓冲区的互斥访问权

Down(&mutex);

// 将数据放入缓冲区

buffer[in] = result;

in = (in + 1) % N;

// 释放缓冲区的互斥访问权

Up(&mutex);

// 唤醒等待已经有数据的进程

Up(&full);

}

}

void consumer() {

int result; // 取出的数据

while (true) {

// 等待已经有数据的缓冲区

Down(&full);

// 获取缓冲区的互斥访问权

Down(&mutex);

// 从缓冲区取出数据

result = buffer[out];

out = (out + 1) % N;

// 释放缓冲区的互斥访问权

Up(&mutex);

// 唤醒等待空余缓冲区的进程

Up(&empty);

// 打印取出的数据

print(result);

}

}

20.

死锁产生的四个必要条件如下：

1. 互斥条件：至少有一个资源被进程排他地占用，不能被多个进程同时使用。

2. 不可抢占条件：资源不能被操作系统抢占，它只能在进程使用完之后由进程主动释放。

3. 占有且等待条件：进程已经占有了至少一个资源，并且在等待获取其他资源。

4. 循环等待条件：存在一个进程资源请求的循环链，链中每个进程已经占有了下一个进程所需要的资源。

为了避免死锁，操作系统可以采用以下方法：

1. 破除互斥条件：放宽互斥条件，允许多个进程访问同一个资源。

2. 破除不可抢占条件：操作系统在进程请求资源时可以将占用资源时间过长的进程抢占，释放资源。

3. 破除占有且等待条件：要求进程一开始就请求所有所需资源。或者允许进程释放已经占有的资源，并且在未获得所需资源之前不再获取其他资源。

4. 破除循环等待条件：对资源进行按序号分配，规定进程只能按照一定顺序申请资源，并且不允许占用多个资源。

21.

死锁指的是在多个进程中，每个进程持有某些资源，并且同时等待其他进程释放其所持有的资源。这种情况下，所有进程都无法向前推进，形成了一种僵局。死锁问题的出现，会导致系统资源浪费、运行效率下降，需要通过合理的资源分配和调度来避免死锁的产生。

饿死指的是在资源调度中，某些进程由于始终无法满足其资源需求而无法得到调度运行，这种情况下进程长期处于等待状态，无法被及时执行。在该情况下，某些进程在系统中因一直得不到资源而处于一种长期饥饿和无法推进的状态，这种现象称为饿死。饿死可能是由于进程优先级低导致的，也可能与系统中的资源分配算法不合理有关。避免饿死需要合理的资源分配算法，以及考虑进程优先级等因素。

23.

（1）需要满足：n(k-1)+1<=m

解方程得：k<=(m-1)/n+1,最后对k向下取整

（2）带入上式

N=3,m=2时，k<=4/3,故k<=1

N=3,m=3时，k<=5/3，故k<=1

N=3,m=4时，k<=2,故k<=2

26.

银行家算法需要使用如下数据结构：

1. 可利用资源数组（available）：记录当前系统中每种资源可用的数量。

2. 最大需求矩阵（max）：记录每个进程对每种资源的最大需求。

3. 已分配资源矩阵（allocation）：记录当前已经分配给每个进程的每种资源数量。

4. 需求矩阵（need）：记录每个进程仍需要的每种资源数量。

银行家算法的运行过程：

1. 当进程申请资源时，检查申请的资源量是否小于等于需要的最大资源量和系统现在可用的资源量，如果成立，分配资源给该进程；否则不分配，等待其他进程释放资源。

2. 当进程释放资源时，系统将释放的资源加回到 available 数组中。

3. 当进程申请资源导致系统不能满足时，它将等待直到有足够的资源可用，但是如果等待时间过长，可以通过通知其他进程释放资源来打破死锁。

银行家算法对于避免死锁是非常有效的，它可以检测到潜在的死锁情况，并且能够防止应用程序进入不安全的状态。

然而，在实际应用中，银行家算法也存在一些缺点。例如，它需要预先知道每个进程所需的最大资源量，这在一些情况下可能是难以确定的。此外，当资源分配存在过多限制时，银行家算法可能会导致一定的资源浪费和系统效率降低的问题。

28.