ECE 595 Homework 1 Due: 5 PM, Feb.14

The data file AutoData\_HW1.xlsx contains a subset of automobile MPG (miles per gallon) data along with vehicle information, the number of cylinders, displacement, horsepower, weight, acceleration and the vehicle name. Consider the MPG as the ‘output’ data given the other vehicle information as ‘input’. There are *m= 50* observations in the training data.

1. **Univariate Linear Regression**: Consider the **weight** of each vehicle (column 4) as input and the corresponding MPG (column 6) as output. Get *m*, the length of observations in your code. Normalize the input x as
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Obtain a two-parameter linear regression model. You may initialize with [0 0]t for the parameters and terminate after ITNS (=2000, for example) iterations, or when the cost function differs by no more than, say, 1E-4, or whichever occurs first. The cost function is given by
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for the hypothesis,
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Using batch gradient descent, update *θ0* and *θ1* simultaneously as given by
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Make sure to read the correct columns for input and output and augment the input column with 1 for each observation. **Use vectorized operations as much as possible.** Use a learning rate of ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABg3M111crtjf7///9uFwqtAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYf8AA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhLEDYQAAAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABJAIoBAAAKAAYAAABJAIoB/////5zeGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)= 0.01; also, try ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABg3M111crtjf7///9uFwqtAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYf8AA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhLEDYQAAAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABJAIoBAAAKAAYAAABJAIoB/////5zeGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)= 0.05.

(You may try your linear regression code without normalizing *x* and comment on the result.)

You need to turn in the following.

1. Scatter plot of y vs. x. label axes with ‘weight’ and ‘MPG’
2. Linear hypothesis plot – the final straight line – on the scatter plot of y vs. x
3. Plot of J vs. Iteration index
4. Minimum J and the hypothesis parameters
5. Predicted output for the weight *x = 3100*
6. Your code

In MATLAB, using *A = xlsread('AutoData\_HW1.xlsx');* reads all 50 rows of data, except the vehicle information, which is in the last column. Now use only the columns for weight (x) and MPG (y). Sample code for reading data and augmenting the input data is given below.

A = xlsread('AutoData\_HW1.xlsx');

x = A(:,4);

y = A(:,6);

X = [ones(m, 1), data(:,1)]; % Add a column of ones to x;

% DO NOT normalize the column of 1’s!!!

**b. Polynomial Regression and Feature Scaling**: Using the weight as the input variable *x* as *x1*, create features *x2* *= x2*, and *x3= x3*, run a linear regression with 3-features and obtain ![](data:image/x-wmf;base64,183GmgAAAAAAAEALYAIACQAAAAAxVwEACQAAA2kCAAAEAMsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACwAAFQIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAuQBQAAFAAAAEwLkAQABBQAAAAkCAAAAAgUAAAAUAgMCsAMcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AnNgYAHCT73WAAfN1Px5mTQQAAAAtAQEADQAAADIKAAAAAAQAAAAwMTIzxwHOAdgBvAEFAAAAFAKgAXQCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJzYGABwk+91gAHzdT8eZk0EAAAALQECAAQAAADwAQEAEAAAADIKAAAAAAYAAABbICAgXSziAbYB3wHFAeUAAAMFAAAAFAL0ACQKHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJzYGABwk+91gAHzdT8eZk0EAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAAB0ebwBBQAAABQCoAEWABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1UhIKpPilcwCc2BgAcJPvdYAB83U/HmZNBAAAAC0BAgAEAAAA8AEBAA8AAAAyCgAAAAAFAAAAcXFxcXEAxALcAbYB3wEAAwUAAAAUAqABZgEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdVcXCszYpXMAnNgYAHCT73WAAfN1Px5mTQQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAD15AAPLAAAAJgYPAIsBQXBwc01GQ0MBAGQBAABkAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBYS4A3EGAB0AAgSGPQA9AgCCWwACBIS4A3EDABsAAAsBAAIAiDAAAAEBAAoCAIEgAAIEhLgDcQMAGwAACwEAAgCIMQAAAQEACgIAgSAAAgSEuANxAwAbAAALAQACAIgyAAABAQAKAgCBIAACBIS4A3EDABsAAAsBAAIAiDMAAAEBAAoCAIJdAAMAHAAACwEBAQACAIN0AAAACgIAgiwAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAD8eZk0AAAoAOACKAQAAAAD/////zOIYAAQAAAAtAQMABAAAAPABAQADAAAAAAA=) for the model ![](data:image/x-wmf;base64,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) so that the hypothesis can be plotted as a function of the input variable *x*.

Since the input variable *x* (weight) is in the thousands, its squared and cubed values will be on the order of millions and billions. To effectively use these values without slowing down convergence, each of the three features needs to be scaled – you may use feature normalization as defined by

![](data:image/x-wmf;base64,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) where ![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAICCQAAAADTXQEACQAAA38BAAAEAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAABgIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUApMATQAFAAAAEwKTAA0BBQAAAAkCAAAAAgUAAAAUAuMBHAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AnNgYAHCT73WAAfN1NSJmaQQAAAAtAQEACQAAADIKAAAAAAEAAABqebwBBQAAABQCgAFMABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCc2BgAcJPvdYAB83U1ImZpBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAeHkAA4gAAAAmBg8ABQFBcHBzTUZDQwEA3gAAAN4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIBg3gABgARAAMAGwAACwEAAgCDagAAAQEAAAC6CgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AADUiZmkAAAoAOACKAQAAAAD/////zOIYAAQAAAAtAQMABAAAAPABAgADAAAAAAA=) is the mean and ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAVcBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJzYGABwk+91gAHzdWcaZnwEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAddISCqIYpHMAnNgYAHCT73WAAfN1ZxpmfAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHN5AAOGAAAAJgYPAAIBQXBwc01GQ0MBANsAAADbAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDABsAAAsBAAIAg2oAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AfGcaZnwAAAoAOACKAQAAAAAAAAAAzOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)is the standard deviation for *j = 1, 2, 3*; Check how ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAVcBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJzYGABwk+91gAHzdWcaZnwEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAddISCqIYpHMAnNgYAHCT73WAAfN1ZxpmfAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHN5AAOGAAAAJgYPAAIBQXBwc01GQ0MBANsAAADbAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDABsAAAsBAAIAg2oAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AfGcaZnwAAAoAOACKAQAAAAAAAAAAzOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) is defined in MATLAB/Octave. You need ![](data:image/x-wmf;base64,183GmgAAAAAAAGAOwAQBCQAAAACwVAEACQAAAw4FAAAIAOYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALABGAOCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///8gDgAAYwQAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAoACVQQFAAAAEwKAApMFBQAAABQC8wF/CwUAAAATAvMBPwwFAAAACQIAAAACBQAAABQCEAOUBxwAAAD7AqL94wAAAAAAkAEAAAABAAIAEFN5bWJvbAB1ChcK4ZiicwB42xgAcJPvdYAB83UWGmZwBAAAAC0BAQAJAAAAMgoAAAAAAQAAACh5AAAFAAAAFAIQA9YMHAAAAPsCov3jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXmHAorGKRzAHjbGABwk+91gAHzdRYaZnAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAApeQAACAAAAPoCAAAAAAAAAAAAAgQAAAAtAQEABQAAABQCGQNWAwUAAAATAuQCewMFAAAAEwJtBNgDBQAAABMCZgA/BAUAAAATAmYAAw4HAAAA/AIAAAAAAAIAAAQAAAAtAQMACAAAAPoCBQABAAAAAAAAAAQAAAAtAQQAGgAAACQDCwBRAxYDhgPNAtgDEwQ3BF0AAw5dAAMOcABIBHAA4gNtBM8DbQRwA/wCWwMdAwQAAAAtAQEABQAAABQCyQFdDRwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCc2BgAcJPvdYAB83UWGmZwBAAAAC0BBQAEAAAA8AECAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAjQC/ggcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AnNgYAHCT73WAAfN1FhpmcAQAAAAtAQIABAAAAPABBQAKAAAAMgoAAAAAAgAAACgppwC8AQUAAAAUAkwEzQYcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AnNgYAHCT73WAAfN1FhpmcAQAAAAtAQUABAAAAPABAgAJAAAAMgoAAAAAAQAAADEpvAEFAAAAFALuAZQEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJzYGABwk+91gAHzdRYaZnAEAAAALQECAAQAAADwAQUACQAAADIKAAAAAAEAAAAxKQADBQAAABQCWgFPBhwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCc2BgAcJPvdYAB83UWGmZwBAAAAC0BBQAEAAAA8AECAAkAAAAyCgAAAAABAAAAbSm8AQUAAAAUAjQCUwkcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AnNgYAHCT73WAAfN1FhpmcAQAAAAtAQIABAAAAPABBQAJAAAAMgoAAAAAAQAAAGkpvAEFAAAAFAJDA1cBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJzYGABwk+91gAHzdRYaZnAEAAAALQEFAAQAAADwAQIADAAAADIKAAAAAAMAAABqamouvQc6A7wBBQAAABQCTAQPBhwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCc2BgAcJPvdYAB83UWGmZwBAAAAC0BAgAEAAAA8AEFAAkAAAAyCgAAAAABAAAAaSm8AQUAAAAUAuACRAgcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AnNgYAHCT73WAAfN1FhpmcAQAAAAtAQUABAAAAPABAgAKAAAAMgoAAAAAAgAAAHh4OgMAAwUAAAAUAgwEbQQcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AnNgYAHCT73WAAfN1FhpmcAQAAAAtAQIABAAAAPABBQAJAAAAMgoAAAAAAQAAAG14AAMFAAAAFALgAhwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHUKFwrnGKZzAJzYGABwk+91gAHzdRYaZnAEAAAALQEFAAQAAADwAQIACQAAADIKAAAAAAEAAABzeAADBQAAABQCTAReBhwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB15hwKMRikcwCc2BgAcJPvdYAB83UWGmZwBAAAAC0BAgAEAAAA8AEFAAkAAAAyCgAAAAABAAAAPXi8AQUAAAAUAuACHwIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdQoXCugYpnMAnNgYAHCT73WAAfN1FhpmcAQAAAAtAQUABAAAAPABAgAKAAAAMgoAAAAAAgAAAD0tOQgAAwUAAAAUAjgD0gUcAAAA+wLA/QAAAAAAAJABAAAAAQACABBTeW1ib2wAdeYcCjIYpHMAnNgYAHCT73WAAfN1FhpmcAQAAAAtAQIABAAAAPABBQAJAAAAMgoAAAAAAQAAAOUtgATmAAAAJgYPAMIBQXBwc01GQ0MBAJsBAACbAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDABsAAAsBAAIAg2oAAAEBAAoCBIY9AD0DAAoAAAEAAwALAAABAAIAiDEAAAEAAgCDbQAAAAMAEHAAAQADAAEDAAEAAgCDeAADAB0AAAsBAAIAg2oAAAEAAgCCKAACAINpAAIAgikAAAAKAgSGEiItAgGDeAAGABEAAwAbAAALAQACAINqAAABAQAACgIAligAAgCWKQAAAwAcAAALAQEBAAIAiDIAAAAAAQACAINpAAIEhj0APQIAiDEAAAEAAgCDbQAADQIEhhEi5QAACwEBAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BBQAHAAAA/AIAAAAAAAAAAAQAAAAtAQYAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAWGmZwAAAKADgAigEAAAAA/////8ziGAAEAAAALQEHAAQAAADwAQIAAwAAAAAA), which is given by *std(xj,1)*.

Here again, initialize with zeros for the parameters; use ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABg3M111crtjf7///9uFwqtAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYf8AA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhLEDYQAAAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABJAIoBAAAKAAYAAABJAIoB/////5zeGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)= 0.5 and terminate after 1000 iterations.

**Use vectorized operations as much as possible and avoid *for* loops.**

Turn in the following.

1. Cubic hypothesis plot on the scatter plot of y vs. x
2. Plot of J vs. Iteration index
3. Minimum J and theta, the hypothesis parameters
4. Predicted output for *x = 3100*
5. Your code