# ECE 595 Homework 6 Due: April 3, 6 PM

1. Consider the two-class problem with the training examples and targets as given: ![](data:image/x-wmf;base64,183GmgAAAAAAAOAKQAIACQAAAACxVgEACQAAAzMCAAACALYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuAKCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+gCgAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AAYBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadQEkZmwEAAAALQEAABAAAAAyCgAAAAAGAAAAKDEpKDEpRABrAM8FRABrALwBBQAAABQCoAGOAxwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnUBJGZsBAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAWzEgMV0sIDFgAK4AYADAAH4AYABmAwADBQAAABQCoAH6BhwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnUBJGZsBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAdHkAAwUAAAAUAqABgAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdRMZCui4Y4EAyNkYAHCTFnWAARp1ASRmbAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAD09fgYAAwUAAAAUAqABOgAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1ASRmbAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHg9AAO2AAAAJgYPAGEBQXBwc01GQ0MBADoBAAA6AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAId4AAMAHAAACwEBAQACAIIoAAIAiDEAAgCCKQAAAAoCBIY9AD0CAIJbAAIAiDEAAgCBIAACAIExAAIAgV0AAgCBLAACAIEgAAIAg3QAAwAcAAALAQEBAAIAgigAAgCIMQACAIIpAAAACgIEhj0APQIAiDEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbAEkZmwAAAoAOACKAQAAAAABAAAA+OMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) , ![](data:image/x-wmf;base64,183GmgAAAAAAAGANQAIACQAAAAAxUQEACQAAAzwCAAACALwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmANCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gDQAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AAYBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadU0ZZvwEAAAALQEAABAAAAAyCgAAAAAGAAAAKDIpKDIpXAB8AAcHXAB8ALwBBQAAABQCoAG3AxwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnVNGWb8BAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAWzEgMV0sIDFgAK4AmAHAAH4AYACLBAADBQAAABQCoAFbCBwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnVNGWb8BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAdHkAAwUAAAAUAqABqQIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdagiCj64Y4EAyNkYAHCTFnWAARp1TRlm/AQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAD0tPS3KAhUFLAEAAwUAAAAUAqABOgAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1TRlm/AQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHh5AAO8AAAAJgYPAG0BQXBwc01GQ0MBAEYBAABGAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAId4AAMAHAAACwEBAQACAIIoAAIAiDIAAgCCKQAAAAoCBIY9AD0CAIJbAAIAiDEAAgCBIAACBIYSIi0CAIExAAIAgV0AAgCBLAACAIEgAAIAg3QAAwAcAAALAQEBAAIAgigAAgCIMgACAIIpAAAACgIEhj0APQIEhhIiLQIAiDEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A/E0ZZvwAAAoAOACKAQAAAAABAAAA+OMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). These example patterns occur with equal probability of 0.5 each. (a) Calculate the quadratic cost function, ![](data:image/x-wmf;base64,183GmgAAAAAAACAQQAIACQAAAABxTAEACQAAAysCAAACALEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAQCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gDwAA9QEAAAUAAAAJAgAAAAIFAAAAFAKgAVoBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadc4XZv8EAAAALQEAAAwAAAAyCgAAAAADAAAAKCkyALABAgQAAwUAAAAUAvQA8wgcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1zhdm/wQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFRU9QO8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1zhdm/wQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAEZjwgQAAwUAAAAUAqAB4gMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAddkbCtUAV4MAyNkYAHCTFnWAARp1zhdm/wQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAD0tK8cWArUEAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAAC8AgAAAKEAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadc4XZv8EAAAALQEAAAQAAADwAQEAEAAAADIKAAAAAAYAAADIyGjIUsjuBc0BKALZARQBAAOxAAAAJgYPAFgBQXBwc01GQ0MBADEBAAAxAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINGAAIAgigAAgCHmAMCAIIpAAIEhj0APQIAg2MAAgSGEiItAgCIMgACAIeYAwMAHAAACwEBAQACAINUAAAACgIAh2gAAgSGKwArAgCHmAMDABwAAAsBAQEAAgCDVAAAAAoCAIdSAAIAh5gDAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQD/zhdm/wAACgA4AIoBAAAAAAEAAAD44xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), where the **expected values** for the cross correlation matrix and vector are calculated using the discrete probability values as ![](data:image/x-wmf;base64,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) with *pi* = the probability of occurrence of ![](data:image/x-wmf;base64,183GmgAAAAAAAEAC4AEACQAAAACxXQEACQAAA5MBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8AAgAAlQEAAAUAAAAJAgAAAAIFAAAAFAL0AAYBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadRMZZisEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmnALwBBQAAABQC9ABbARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnUTGWYrBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaSm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1ExlmKwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHgpAAOLAAAAJgYPAAsBQXBwc01GQ0MBAOQAAADkAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAId4AAMAHAAACwEBAQACAIIoAAIAg2kAAgCCKQAAAAAAAgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtACsTGWYrAAAKADgAigEAAAAAAQAAAPjjGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA). (Recall the definitions of ![](data:image/x-wmf;base64,183GmgAAAAAAAKABoAEDCQAAAAASXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAaABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+FKgqCAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAUnkAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAh1IAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAASQCKAQAACgAGAAAASQCKAf////8U3RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)and![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+FKgppAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaDEAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAh2gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAASQCKAQAACgAGAAAASQCKAf////8U3RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) ). For example, ![](data:image/x-wmf;base64,183GmgAAAAAAAGATQAIACQAAAAAxTwEACQAAAyoCAAACANEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmATCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gEwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AGkEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadbwqZgUEAAAALQEAAAwAAAAyCgAAAAADAAAAMjIyAPcGVwe8AQUAAAAUAqABXgMcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1vCpmBQQAAAAtAQEABAAAAPABAAAfAAAAMgoAAAAAEAAAAFtdMC41KigxKTAuNSooMSmlAewBwABgAN4A5ABgAKIAdwLAAGAA3gDkAFwBogAAAwUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1vCpmBQQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAGNFdLdAAmgBAAMFAAAAFAKgATwBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHVnGQq44FaDAMjZGABwkxZ1gAEadbwqZgUEAAAALQEBAAQAAADwAQAADQAAADIKAAAAAAQAAAA9PSstjQRtBoAEAAPRAAAAJgYPAJcBQXBwc01GQ0MBAHABAABwAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINjAAIEhj0APQIAg0UAAgCCWwACAIN0AAMAHAAACwEBAQACAIgyAAAACgIAgl0AAgSGPQA9AgCIMAACAIIuAAIAiDUAAgCCKgACAIIoAAIAiDEAAgCCKQADABwAAAsBAQEAAgCIMgAAAAoCBIYrACsCAIgwAAIAgi4AAgCINQACAIIqAAIAgigAAgSGEiItAgCIMQACAIIpAAMAHAAACwEBAQACAIgyAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ABbwqZgUAAAoAOACKAQAAAAAAAAAA+OMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Do not use any bias *x0* or θ0. (b) From (a), obtain the optimal weight vector ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAA9cBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqAGCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gBgAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AFsBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadeULZjUEAAAALQEAAAoAAAAyCgAAAAACAAAAKjG4A7wBBQAAABQC9ACaBBwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB17CoKZoBZgwDI2RgAcJMWdYABGnXlC2Y1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALTG8AQUAAAAUAqABPwIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdVgJCvCgWYMAyNkYAHCTFnWAARp15QtmNQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0xAAMFAAAAFAKgAS4AHAAAAPsCgP4AAAAAAAC8AgAAAKEAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadeULZjUEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAADIUmjwPQMNAgADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCHmAMDABwAAAsBAQEAAgCCKgAAAAoCBIY9AD0CAIdSAAMAHAAACwEBAQACBIYSIi0CAIgxAAAACgIAh2gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA15QtmNQAACgA4AIoBAAAAAAAAAAD44xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). (c) From the hessian, what is the maximum learning rate for iterative implementation of the LMS algorithm?
2. For the two-class problem of (1) above, implement the LMS algorithm in MATLAB with α = 0.2 and initial ![](data:image/x-wmf;base64,183GmgAAAAAAAEAFgAQBCQAAAADQXwEACQAAA/kBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEAFCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8ABQAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAYQDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadbkCZrAEAAAALQEAAAkAAAAyCgAAAAABAAAAMHkAAwUAAAAUAsYDhAMcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1uQJmsAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADB5AAMFAAAAFAKkAeYCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWLHwqnwFeDAMjZGABwkxZ1gAEadbkCZrAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADp+WwBAAMFAAAAFAKgArQBCQAAADIKAAAAAAEAAAA9+QADBQAAABQCFAPmAgoAAAAyCgAAAAACAAAA6vpsAQADBQAAABQCIATmAgoAAAAyCgAAAAACAAAA6/tsAQADBQAAABQCoAIuABwAAAD7AoD+AAAAAAAAvAIAAAChAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnW5AmawBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAyPsAA5MAAAAmBg8AGwFBcHBzTUZDQwEA9AAAAPQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAh5gDAgSGPQA9AwADAwAEAAEBAQACAIgwAAABAAIAiDAAAAACAJZbAAIAll0AAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtALC5AmawAAAKADgAigEAAAAAAAAAAPjjGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA). (a) How many iterations did your code take to converge? (b) What are the theta values? (c) Show a plot of the decision boundary and the example (training) pattern vectors.
3. A four-class problem has the following inputs.

Class 1: ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAQACQAAAADRWAEACQAAA7IBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEACCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAgAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAboAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdtQXZpgEAAAALQEAAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAsYDugAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN21BdmmAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKkAUAAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHaIFwq4uMx2AKzYGADYlG92gAFzdtQXZpgEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADp+SoBAAMFAAAAFAIUA0AACgAAADIKAAAAAAIAAADq+ioBAAMFAAAAFAIgBEAACgAAADIKAAAAAAIAAADr+yoBAAOMAAAAJgYPAA4BQXBwc01GQ0MBAOcAAADnAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwADAwAEAAEBAQACAIgxAAABAAIAiDEAAAACAJZbAAIAll0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AmNQXZpgAAAoAOACKAQAAAAABAAAA3OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAQBCQAAAAAwWAEACQAAA7IBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABKACCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///9gAgAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAboAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdjAhZvMEAAAALQEAAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAsYD5AAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN2MCFm8wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5AAMFAAAAFAKkAUAAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZIGgreWMx2AKzYGADYlG92gAFzdjAhZvMEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADp+XIBAAMFAAAAFAIUA0AACgAAADIKAAAAAAIAAADq+nIBAAMFAAAAFAIgBEAACgAAADIKAAAAAAIAAADr+3IBAAOMAAAAJgYPAA4BQXBwc01GQ0MBAOcAAADnAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwADAwAEAAEBAQACAIgxAAABAAIAiDIAAAACAJZbAAIAll0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A8zAhZvMAAAoAOACKAQAAAAABAAAA3OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=); Class 2: ![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAQACQAAAADRWQEACQAAA8MBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdtIeZt8EAAAALQEAAAkAAAAyCgAAAAABAAAAMnkAAwUAAAAUAsYDtgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN20h5m3wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKkAUAAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZdHQoguMx2AKzYGADYlG92gAFzdtIeZt8EAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADp+SYCAAMFAAAAFAIUA0AACgAAADIKAAAAAAIAAADq+iYCAAMFAAAAFALGA+QACQAAADIKAAAAAAEAAAAt+gADBQAAABQCIARAAAoAAAAyCgAAAAACAAAA6/smAgADjwAAACYGDwAUAUFwcHNNRkNDAQDtAAAA7QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMAAwMABAABAQEAAgCIMgAAAQACBIYSIi0CAIgxAAAAAgCWWwACAJZdAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAN/SHmbfAAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAQBCQAAAAAwWAEACQAAA7IBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABKACCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///9gAgAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdkgaZjQEAAAALQEAAAkAAAAyCgAAAAABAAAAMnkAAwUAAAAUAsYD3gAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN2SBpmNAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADB5AAMFAAAAFAKkAUAAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbgGwrhWMx2AKzYGADYlG92gAFzdkgaZjQEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADp+XIBAAMFAAAAFAIUA0AACgAAADIKAAAAAAIAAADq+nIBAAMFAAAAFAIgBEAACgAAADIKAAAAAAIAAADr+3IBAAOMAAAAJgYPAA4BQXBwc01GQ0MBAOcAAADnAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwADAwAEAAEBAQACAIgyAAABAAIAiDAAAAACAJZbAAIAll0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ANEgaZjQAAAoAOACKAQAAAAABAAAA3OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=); Class 3: ![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAQACQAAAADRWQEACQAAA8MBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAbYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdgweZn0EAAAALQEAAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAsYD5AAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN2DB5mfQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5AAMFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZjIQpB+Mt2AKzYGADYlG92gAFzdgweZn0EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCpAFAAAoAAAAyCgAAAAACAAAA6fkmAgADBQAAABQCFANAAAoAAAAyCgAAAAACAAAA6vomAgADBQAAABQCIARAAAoAAAAyCgAAAAACAAAA6/smAgADjwAAACYGDwAUAUFwcHNNRkNDAQDtAAAA7QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMAAwMABAABAQEAAgSGEiItAgCIMQAAAQACAIgyAAAAAgCWWwACAJZdAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAH0MHmZ9AAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAGADgAQBCQAAAADwWQEACQAAA8MBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABGADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAbYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdmMhZqEEAAAALQEAAAkAAAAyCgAAAAABAAAAMnkAAwUAAAAUAsYDugAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN2YyFmoQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZPIgrUuMx2AKzYGADYlG92gAFzdmMhZqEEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCpAFAAAoAAAAyCgAAAAACAAAA6flEAgADBQAAABQCFANAAAoAAAAyCgAAAAACAAAA6vpEAgADBQAAABQCIARAAAoAAAAyCgAAAAACAAAA6/tEAgADjwAAACYGDwAUAUFwcHNNRkNDAQDtAAAA7QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMAAwMABAABAQEAAgSGEiItAgCIMgAAAQACAIgxAAAAAgCWWwACAJZdAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKFjIWahAAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA); Class 4: ![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAQACQAAAADRWQEACQAAA9QBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAbYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdjsTZuIEAAAALQEAAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAsYDtgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN2OxNm4gQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZIGgpzWMx2AKzYGADYlG92gAFzdjsTZuIEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCpAFAAAoAAAAyCgAAAAACAAAA6fkmAgADBQAAABQCFANAAAoAAAAyCgAAAAACAAAA6vomAgADBQAAABQCxgPkAAkAAAAyCgAAAAABAAAALfoAAwUAAAAUAiAEQAAKAAAAMgoAAAAAAgAAAOv7JgIAA5IAAAAmBg8AGgFBcHBzTUZDQwEA8wAAAPMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQADAAMDAAQAAQEBAAIEhhIiLQIAiDEAAAEAAgSGEiItAgCIMQAAAAIAllsAAgCWXQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDiOxNm4gAACgA4AIoBAAAAAAEAAADc4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), ![](data:image/x-wmf;base64,183GmgAAAAAAAGADgAQBCQAAAADwWQEACQAAA9QBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABGADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAbYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdkgaZqEEAAAALQEAAAkAAAAyCgAAAAABAAAAMnkAAwUAAAAUAsYDtgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN2SBpmoQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5AAMFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZqGgoS+Mt2AKzYGADYlG92gAFzdkgaZqEEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCpAFAAAoAAAAyCgAAAAACAAAA6flEAgADBQAAABQCFANAAAoAAAAyCgAAAAACAAAA6vpEAgADBQAAABQCxgPkAAkAAAAyCgAAAAABAAAALfoAAwUAAAAUAiAEQAAKAAAAMgoAAAAAAgAAAOv7RAIAA5IAAAAmBg8AGgFBcHBzTUZDQwEA8wAAAPMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQADAAMDAAQAAQEBAAIEhhIiLQIAiDIAAAEAAgSGEiItAgCIMgAAAAIAllsAAgCWXQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQChSBpmoQAACgA4AIoBAAAAAAEAAADc4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==); The output is coded as ![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAQACQAAAADRWQEACQAAA9QBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAbYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEaddIhZhgEAAAALQEAAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAsYDtgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp10iFmGAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXtIAohOGGBAMjZGABwkxZ1gAEaddIhZhgEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCpAFAAAoAAAAyCgAAAAACAAAA6fkmAgADBQAAABQCFANAAAoAAAAyCgAAAAACAAAA6vomAgADBQAAABQCxgPkAAkAAAAyCgAAAAABAAAALfoAAwUAAAAUAiAEQAAKAAAAMgoAAAAAAgAAAOv7JgIAA5IAAAAmBg8AGgFBcHBzTUZDQwEA8wAAAPMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQADAAMDAAQAAQEBAAIEhhIiLQIAiDEAAAEAAgSGEiItAgCIMQAAAAIAllsAAgCWXQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAY0iFmGAAACgA4AIoBAAAAAAEAAAD44xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), ![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAQACQAAAADRWQEACQAAA8sBAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAbYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadaEqZucEAAAALQEAAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAsYD6gAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1oSpm5wQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAACAgMYRgAE4AAAMFAAAAFAKGAeQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHUJGwqFOGKBAMjZGABwkxZ1gAEadaEqZucEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCpAFAAAoAAAAyCgAAAAACAAAA6fkmAgADBQAAABQCFANAAAoAAAAyCgAAAAACAAAA6vomAgADBQAAABQCIARAAAoAAAAyCgAAAAACAAAA6/smAgADlAAAACYGDwAeAUFwcHNNRkNDAQD3AAAA9wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMAAwMABAABAQEAAgSGEiItAgCIMQAAAQACAIEgAAIAgSAAAgCIMQAAAAIAllsAAgCWXQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDnoSpm5wAACgA4AIoBAAAAAAEAAAD44xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==),![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAQACQAAAADRWQEACQAAA8sBAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAwAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAeoAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadRAlZugEAAAALQEAAAwAAAAyCgAAAAADAAAAICAx8GAATgAAAwUAAAAUAsYDtgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAHCTFnWAARp1ECVm6AQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKkAUAAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHU6FwoyOGKBAMjZGABwkxZ1gAEadRAlZugEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADp+SYCAAMFAAAAFAIUA0AACgAAADIKAAAAAAIAAADq+iYCAAMFAAAAFALGA+QACQAAADIKAAAAAAEAAAAt+gADBQAAABQCIARAAAoAAAAyCgAAAAACAAAA6/smAgADlAAAACYGDwAeAUFwcHNNRkNDAQD3AAAA9wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMAAwMABAABAQEAAgCBIAACAIEgAAIAiDEAAAEAAgSGEiItAgCIMQAAAAIAllsAAgCWXQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDoECVm6AAACgA4AIoBAAAAAAEAAAD44xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) and ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAQACQAAAADRWAEACQAAA7IBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABEACCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAgAAPgQAAAUAAAAJAgAAAAIFAAAAFAKGAboAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlG92gAFzdh4ZZiEEAAAALQEAAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAsYDugAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUb3aAAXN2HhlmIQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKkAUAAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHaIFwowuMx2AKzYGADYlG92gAFzdh4ZZiEEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADp+SoBAAMFAAAAFAIUA0AACgAAADIKAAAAAAIAAADq+ioBAAMFAAAAFAIgBEAACgAAADIKAAAAAAIAAADr+yoBAAOMAAAAJgYPAA4BQXBwc01GQ0MBAOcAAADnAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwADAwAEAAEBAQACAIgxAAABAAIAiDEAAAACAJZbAAIAll0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AIR4ZZiEAAAoAOACKAQAAAAABAAAA3OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) for the classes 1, 2, 3 and 4, respectively.

Train an ADALINE network with two input neurons and two biases and two outputs to classify the four classes i.e., obtain the weights and biases for each of the two output values of +1 or -1. Use MATLAB code in vectorized form of the LMS algorithm to iteratively obtain the weights and biases with initial weights (parameters) including the biases as ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEAAcBCQAAAAAQXQEACQAAAyoCAAACAKgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIABwAECwAAACYGDwAMAE1hdGhUeXBlAACQARIAAAAmBg8AGgD/////AAAQAAAAwP///6T////AAwAApAYAAAUAAAAJAgAAAAIFAAAAFAKgAboAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABwkxZ1gAEadQQgZisEAAAALQEAAA0AAAAyCgAAAAAEAAAAMSAgMa4AYABgAAADBQAAABQC4AO6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnUEIGYrBAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAMSAgMK4AYABgAAADBQAAABQCIAbeABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgAcJMWdYABGnUEIGYrBAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAMCAgMcwAYABgAAADBQAAABQCvgFAABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1Yg8KteBZgwDI2RgAcJMWdYABGnUEIGYrBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAA6fnaAgADBQAAABQCLgNAAAoAAAAyCgAAAAACAAAA6vraAgADBQAAABQCngRAAAoAAAAyCgAAAAACAAAA6vraAgADBQAAABQCDgZAAAoAAAAyCgAAAAACAAAA6vraAgADBQAAABQChgZAAAoAAAAyCgAAAAACAAAA6/vaAgADqAAAACYGDwBFAUFwcHNNRkNDAQAeAQAAHgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwADAwAEAAEBAQACAIgxAAIAgSAAAgCBIAACAIExAAABAAIAiDEAAgCBIAACAIEgAAIAgTAAAAEAAgCIMAACAIEgAAIAgSAAAgCBMQAAAAIAllsAAgCWXQAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AKwQgZisAAAoAOACKAQAAAAAAAAAA+OMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) and a learning rate of 0.2. Verify that your final weights yield correct classification of each input. (a) How many iterations did your code take? (b) What are the final weights? (c) Show the decision boundaries on the plot of the input vectors. Include your code along with the figure.

1. Apply your implementation of the ADALINE with LMS learning algorithm for the two-class training data, *hm.mat* with a learning rate in the range of 0.1 to 0.5. (Use at least two learning rates.) Use +1 and -1 for target outputs (instead of binary 1 and 0). (a) How many iterations did your code take? (b) What are the final weights? (c) Show the decision boundaries on the plot of the input vectors. (d) What is the accuracy of classification of the test data, *hmtest.mat*? Include with your code figures and answers.