**ECE 595 Homework 7 (Optional) Due: April 25, 5 PM**
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Since there are two classes, try using two units in the output layer so that the output will be [0 1] for class 0, and [1 0] for class 1. This architecture will require 12 weights to be determined. You may also try with regularization, i.e., try to minimize all theta values (other than those for the bias at each layer).

1. Apply your implementation of the backpropagation learning algorithm for the two-class training data, *hm7.mat* with a learning rate in the range of 0.01 to 0.5. (Observe a plot of the data.) Use at least three learning rates. Use +1 and -1 for target outputs (instead of binary 1 and 0). Be sure to shuffle the data after each epoch. You may use the *randperm* function. (a) How many iterations did your code take to converge? Show a plot of the total squared error against the number of epochs. Be aware that without regularization, it may take a lot more epochs to converge, i.e., reach a low cost-function value, than with regularization. (b) What are the final weights? (c) Show the decision boundary on the plot of the input vectors. (d) What is the accuracy of classification of the test data, *hmtest7.mat*? Include with your code figures and answers. (e) Learn to use a MATLAB function for backpropagation and show the code and results with resulting plots, epochs, etc. Compare the decision boundary plot with your results in (a) through (d).