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Abstract

This document is a final report for the SemEval2016 Task 4 Sentiment Analysis in Twitter. It is made up of five subtasks, labeled A through E, covering both labeling tweets on a 3-point and 5-point scale as well as quantification and prediction of an entire grouping of Tweets(Preslav Nekov et al., 2016). We approached this project by developing a classifier for the 5-point classification and quantification subtasks, then generalizing this for the 3-point subtasks.

Task Description

Twitter provides a convenient platform for us to share information, news, and opinions. As such, it can provide a rich dataset of Tweets about a variety of topics, such as politics, products, and many other areas. This has made it popular for various natural language processing research projects (Preslav Nekov et al., 2016). This paper describes our approach to the SemEval2016 Task 4 challenges.

The SemEval2016 Task 4 are described as follows:

**Subtask A**: Given a tweet (irrespective of topic) and decide on a 3-point scale whether the tweet conveys a positive, negative, or neutral sentiment.

**Subtask B**: Subtask B is similar to Subtask A, but takes a given tweet and a topic, classifies a tweet on a binary scale, positive or negative, in regard to the given topic.

**Subtask C**: The same challenge as Subtask B, but evaluates the tweets on a 5-point scale: {very positive, positive, neutral, negative, very negative}.

**Subtask D:** Related to Subtask B, this task requires us to estimate the distribution of a set of tweets about a given topic across a binary positive or negative spectrum.

**Subtask E**: Similar to Subtask D but an extension of Subtask C, this task asks us to estimate the distribution of tweets about a topic across the 5-point scale (described earlier in Subtask C). The official description of the Subtasks may be read on SemEval2016’s Task4 website(Preslav Nekov et al., 2016).

Due to the similarities in these subtasks as well as the given data, we will approach Subtask A as a learning task to get familiar with the approaches of sentiment analysis, and then tackle Subtasks B and D together as well as Subtasks C and E together.

Approach

Our general approach to solving the problems of Subtasks A through E consists of Preprocessing, Annotating/Feature Abstraction, and processing through a 2-layer Convolutional Neural Net. We used the Tensforflow library for our neural net (Martin Abadi *et al.*, 2015).

Prior research on this task shows various groups utilizing a myriad of features, such as sentiment lexicons, spell checker, and hashtag annotation (Mahmoud Nabil et al., 2016). Other groups performed other forms of preprocessing, such as replacing URLs and usernames with standardized strings as well as adjusting elongated (“wooooow”) words to a standard representation (“wow”) (Giovanni Da San Martino et al., 2016).

We both borrow and deviate from these features in our project. Of note, we deviate by focusing almost exclusively on conjunctions and punctuation. We follow similarly to other groups by utilizing POS tagging, a sentiment lexicon, and spell checking/correcting. We will further explore our methodology below.

## Preprocessing

We prepared our data for use in our feature abstraction layer, by substituting all references to Twitter’s embedded shortened links (http://t.co…) to “httptco”.

Our current preprocessing is vastly minimal compared to other groups (who included various techniques such as separating hashtags into their individual words and expanding abbreviations) we believe there might be relevance in the manner of *how* someone refers to another entity and the abbreviations used that indicate positive, negative, or neutral sentiment (Balikas and Amini, 2016; Räbiger *et al.*, 2016; Yadav, 2016). For example, if a person is happy with Microsoft, they might type Microsoft, utilizing correct capitalization whereas a negative sentiment tweet might ignore proper capitalization or spelling altogether.

After preprocessing we passed our tweets to our tokenization and feature abstraction layer. We assigned the following features to each token in a tweet.

1. The count of each of the following punctuations [“.”, “..”, “…”, “?”, “!”] are used in the sentence the token is a part of.
2. Whether or not the word in the token is spelled correctly.
   1. After spell checking, we then naively correct the spelling using PyEnchant as a naïve spell-correction tool (Ryan Kelly, 2014**)**.
3. Whether or not the token is a hashtag.
4. The part of speech of the token (Edward Loper and Steven Bird, 2002).
5. The count of coordinating conjunctions associated with a token as well as which side of the conjunction the token appears on (Edward Loper and Steven Bird, 2002).
6. A token-level sentiment score based on its positive score, negative score, and objectivity score (Edward Loper and Steven Bird, 2002).

From this, we then took our tweets and passed them into a two-layer convolutional neural network that we created utilizing the Tensorflow framework to learn to predict sentiment given the above features (Martin Abadi *et al.*, 2015).

Presently, we train each subtask using the appropriate amount of classifiers, as dependent upon the subtask. For subtasks B-E we now use a naïve classifier to determine whether or not the sentiment of a Tweet is directly targeted at the topic, or indirectly, such as through comparison with a superior (or inferior) product, external entity, etc.

After training our model, we used the Test data to see how well our features could predict sentiments and estimate the distribution of positive and negative tweets.

We believe our approach on analyzing tweets based on conjunctions is relatively unique to how teams approach this problem. We are aware that is has been used in some tools, such as VADER but haven’t seen much explicitly done over training on tweets with contractions (Hutto and Gilbert, 2015).

# Results

## Subtask A

By using the metric defined by Nakov *et alii* and using their provided script to score our result on the 2016 Subtask A devtest data, we achieved a score of 0.3296 during our initial proposal work. After further work on our system, we used the 2016 Subtask A Test data and achieved a final score of 0.2571. This puts us at Rank 35 (last place) if we seat our scores against the 2016 competition. Note that higher is better (Nakov *et al.,* 2016).

## Subtask B

By using the metric defined by Nakov *et alii* and using their provided script to score our result on the 2016 Subtask BD devtest data, we achieved a score of 0.512 during our initial proposal work. After further work on our system, we used the 2016 Subtask BD Test data and achieved a final score of 0.501. This puts us at Rank 20 (last place) if we seat our scores against the 2016 competition. Note that higher is better and baseline should be around 0.5 (Nakov *et al.,* 2016).

## Subtask C

By using the metric defined by Nakov *et alii* and using their provided script to score our result on the 2016 Subtask CE devtest data, we achieved a score of 1.28 during our initial proposal. After further work on our system, we achieved a final score of 1.40 against the 2016 Subtask CE Test data. This puts us at Rank 11 (out of 12) if we seat our scores against the 2016 competition. Note that lower is better (Nakov *et al.,* 2016).

## Subtask D

By using the metric defined by Nakov *et alii* and using their provided script to score our result on the 2016 Subtask BD devtest data, we achieved a score of 0.408 during our initial proposal. After further work on our system, we tested our data against the 2016 Subtask BD test data, and achieved a final score of 0.726. This puts us at Rank 15 (last place) if we seat our score against the 2016 competition. We do outperform one baseline metric. Here, the lower the score the better (Nakov *et al.,* 2016).

## Subtask E

By using the metric defined by Nakov *et alii* and using their provided script to score our result on the 2016 Subtask CE devtest data, we achieved a score of 0.378 during our initial proposal. After further additions to our approach, we achieved a final score of 0.721 when running against the Subtask CE Test data. This puts us at Rank 10 (out of 11) and we did outperform one baseline measure. Note that lower is better (Nakov *et al.,* 2016).

# Discussion

One of the trends we noted within our prediction algorithms during our proposal, was that our predictions were frequently optimistic, and generally assigned a positive sentiment to a Tweet. In our final scores, a review of the data indicates that this trend has worsened and our system is much more likely to predict a positive sentiment over anything else. This indicates to us one of two things: (1) that the training data utilized had a higher distribution of positive tweets than any other sentiment, thus requiring our model to have a more diverse training set or (2) that grammatical constructs, punctuation, etc. are fluidly used between tweets of various sentiments and cannot be easily used to predict a sentiment.

Given the results of our project (see section 3), we believe that *how* something is written is significantly less important than *what* is written. The content of a document is much more important to sentiment analysis than the grammatical features of the document. As we added more annotations for grammatical features, the impact of the features addressing what was being said was minimized, causing our results to worsen.

Moving forward, we believe grammar is not an adequate fit for a primary classifier in sentiment analysis, and that it is either better suited to specific edge cases or solutions that utilize a more complex approach, such as VADER (Hutto and Gilbert, 2015). We see a potential application of grammar in detecting sarcasm, for example.
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