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1. Task Description

SemEval-2016 Task 4 is made up of five subtasks for analyzing sentiment within tweets:

Subtask A: Given a tweet, classify the message into either a positive, negative, or neutral sentiment.

Subtask B: Given a tweet and topic for that tweet, classify the message into either positive or negative sentiment

Subtask C: Given a tweet and topic for that tweet, classify the message into one of the categories: Very positive, positive, neutral, negative, very negative

Subtask D: Given a topic and a set of tweets about that topic, estimate the distribution of the tweets in either positive or negative sentiment

Subtask E: Given a topic and a set of tweets about that topic, estimate the distribution of the tweets in one of the following categories: Very positive, positive, neutral, negative, or very negative

Subtask B and C are similar in that they both are classifying a tweet by sentiment for a topic, but differ where B uses a two-point scale and C uses a five-point scale

Likewise, subtasks D and E are similar in that they both are estimating a distribution of tweets based on sentiment, but differ in that one distribution is made with a two-point scale, and the other is made with a five point scale

1. Approach

To massage the data, URLs will be replaced with https://t.co. Using the task provided metric, all tweets will be positive as a baseline (Nakov et al., 2016). For data analysis, the following features will be used: if a word is spelled correctly, hashtags, emoticons, punctuation, and POS tagging using within NLTK. The casual tokenizer within NLTK splits punctuations, emoticons, hashtags, and URLs on top of the regular splits that the default tokenizer does. Afterwards, they are tagged within our implementation. The result is then run through a conjugation neural net to split the message into separate sentiments. This is done because it is thought that the last sentiment carries the most weight and best represents the sentiment of the overall tweet. For a given tweet, word list and the feature array for each word. These two results from each of the neural nets combined return the sentiment and build the weights for each of the features.

1. Preliminary Results
2. Timeline
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