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*The purpose of the lab is to put in practice some of the concepts covered in the lectures. To do so, you are asked to model the behavior of a robot that walks around a ring. The ring is divided into 10 sectors. At any given time point, the robot is in one of the sectors and decides with equal probability to stay in that sector or move to the next sector. You do not have direct observation of the robot. However, the robot is equipped with a tracking device that you can access. The device is not very accurate though: If the robot is in the sector i, then the device will report that the robot is in the sectors [i − 2, i + 2] with equal probability.*

# Task 1

*Build a hidden Markov model for the scenario described above*

To create an HMM we use the initHMM function which takes in the arguments States = Vector with the different states for the model Symbols = Vector with the names of the symbols startProbs = vector with the starting probabilities of all teh states transProbs = Stochastic matrix holding the transition probabilities between states Z emissionProbs = Stochastic matrix holding the emission probabilities of the states X

stochastic matrix => Each row should sum to 1 because this represents all the transitions

library(HMM)  
  
### StartProbs  
# Initial state will be any of the 10 states with equal probability  
startProbs = rep(0.1, 10)  
  
### States  
states = seq(1,10,1)  
  
### Symbols  
symbols = seq(1,10, 1)

TransitionMatrix: The transition matrix is a 10x10 matrix. From the description we learned that the robot chooses with equal probability to stay or move to the next sector. This results in two different alternatives with transition prob = 0.5

transition\_prob <- c(0.5, 0.5, 0, 0, 0, 0, 0, 0, 0, 0,  
 0, 0.5, 0.5, 0, 0, 0, 0, 0, 0, 0,  
 0, 0, 0.5, 0.5, 0, 0, 0, 0, 0, 0,  
 0, 0, 0, 0.5, 0.5, 0, 0, 0, 0, 0,  
 0, 0, 0, 0, 0.5, 0.5, 0, 0, 0, 0,  
 0, 0, 0, 0, 0, 0.5, 0.5, 0, 0, 0,  
 0, 0, 0, 0, 0, 0, 0.5, 0.5, 0, 0,  
 0, 0, 0, 0, 0, 0, 0, 0.5, 0.5, 0,  
 0, 0, 0, 0, 0, 0, 0, 0, 0.5, 0.5,  
 0.5, 0, 0, 0, 0, 0, 0, 0, 0, 0.5)  
  
#R sums by column as default, therfore we set byrow = TRUE  
transition\_matrix <- matrix(data = transition\_prob,  
 ncol = 10,  
 nrow = 10,  
 byrow = TRUE)

Emmission Matrix: The emmission matrix is a 10x10 matrix. From the description we learned that the noise creates an uncertainty which results in that that the observation will have anuncertainty of +- 2 positions. This results in 5 different alternatives with each emmission prob = 0.2

emission\_prob <- c(0.2, 0.2, 0.2, 0, 0, 0, 0, 0, 0.2, 0.2,  
 0.2, 0.2, 0.2, 0.2, 0, 0, 0, 0, 0, 0.2,  
 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0, 0, 0, 0,  
 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0, 0, 0,  
 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0, 0,  
 0, 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0,  
 0, 0, 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0,  
 0, 0, 0, 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2,  
 0.2, 0, 0, 0, 0, 0, 0.2, 0.2, 0.2, 0.2,  
 0.2, 0.2, 0, 0, 0, 0, 0, 0.2, 0.2, 0.2)  
  
emission\_matrix <- matrix(data = emission\_prob,  
 ncol = 10,  
 nrow = 10,  
 byrow = TRUE)

# Create the hiddent markov model for the describe situation  
HMM = initHMM(States = states,   
 Symbols = symbols,   
 startProbs = startProbs,  
 transProbs = transprobs,   
 emissionProbs = emission\_matrix)  
print(HMM)

## $States  
## [1] 1 2 3 4 5 6 7 8 9 10  
##   
## $Symbols  
## [1] 1 2 3 4 5 6 7 8 9 10  
##   
## $startProbs  
## 1 2 3 4 5 6 7 8 9 10   
## 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1   
##   
## $transProbs  
## to  
## from 1 2 3 4 5 6 7 8 9 10  
## 1 0.5 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
## 2 0.0 0.5 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
## 3 0.0 0.0 0.5 0.5 0.0 0.0 0.0 0.0 0.0 0.0  
## 4 0.0 0.0 0.0 0.5 0.5 0.0 0.0 0.0 0.0 0.0  
## 5 0.0 0.0 0.0 0.0 0.5 0.5 0.0 0.0 0.0 0.0  
## 6 0.0 0.0 0.0 0.0 0.0 0.5 0.5 0.0 0.0 0.0  
## 7 0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.5 0.0 0.0  
## 8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.5 0.0  
## 9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.5  
## 10 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5  
##   
## $emissionProbs  
## symbols  
## states 1 2 3 4 5 6 7 8 9 10  
## 1 0.2 0.2 0.2 0.0 0.0 0.0 0.0 0.0 0.2 0.2  
## 2 0.2 0.2 0.2 0.2 0.0 0.0 0.0 0.0 0.0 0.2  
## 3 0.2 0.2 0.2 0.2 0.2 0.0 0.0 0.0 0.0 0.0  
## 4 0.0 0.2 0.2 0.2 0.2 0.2 0.0 0.0 0.0 0.0  
## 5 0.0 0.0 0.2 0.2 0.2 0.2 0.2 0.0 0.0 0.0  
## 6 0.0 0.0 0.0 0.2 0.2 0.2 0.2 0.2 0.0 0.0  
## 7 0.0 0.0 0.0 0.0 0.2 0.2 0.2 0.2 0.2 0.0  
## 8 0.0 0.0 0.0 0.0 0.0 0.2 0.2 0.2 0.2 0.2  
## 9 0.2 0.0 0.0 0.0 0.0 0.0 0.2 0.2 0.2 0.2  
## 10 0.2 0.2 0.0 0.0 0.0 0.0 0.0 0.2 0.2 0.2

# Task 2

*Simulate the Hidden Markov Model for 100 steps*

* simHMM(HMM, length) simulates a path of states and observations for a given HMM
* length = length of the sequence of observations and states

observation\_sequence = 100  
HMM\_simulation = simHMM(hmm = HMM, length = observation\_sequence)

Print the simulated path of the states and observations for the HMM - states = The simulated hidden state - observation = The simulated observations

print(HMM\_simulation)

## $states  
## [1] 5 6 7 8 8 9 9 9 10 1 1 2 2 2 2 3 3 3 3 4 4 5 6 6 6  
## [26] 7 8 9 9 9 10 10 1 2 3 4 4 5 5 6 7 8 8 8 9 10 10 10 1 1  
## [51] 1 1 1 1 1 2 3 4 5 6 7 8 9 9 9 10 10 1 1 2 2 2 2 2 2  
## [76] 3 3 4 4 4 4 4 4 4 4 4 5 5 6 6 6 6 6 6 7 8 9 9 10 10  
##   
## $observation  
## [1] 3 5 5 6 6 9 8 8 9 3 9 3 3 4 3 3 2 5 1 5 5 4 8 8 7  
## [26] 8 6 8 7 9 10 9 9 3 4 6 6 7 6 6 5 7 7 9 10 1 10 2 1 9  
## [51] 3 10 1 1 3 4 2 5 4 8 5 9 10 10 9 8 2 3 3 10 3 2 10 1 2  
## [76] 5 1 4 3 4 5 4 6 4 4 2 4 4 7 6 6 4 4 4 9 8 10 10 2 1

# Task 3

*Discard the hidden states from the sample obtained above. Use the remaining observations to compute the filtered and smoothed probability distributions for each of the 100 time points. Compute also the most probable path.*

Compute the filtered and smoothed probabilty distributions: These two calculations are two independent parts of the forward-backward algorithm used to compute alpha and beta.

Smoothed probability: Is the probabilty of a certain state at a certain time given all of the data (the full sequence)

Filtered data: The probabilty of a certain state a at a certain time given the data up until this moment

Smoothed probability: As we can see the posterior function gives us the smoothing probability in its normal form (not logaritm) and normalized.

## Smoothed probability  
# p(z^t|x^0:T) = alpha(z^t)\*beta(z^t) ~ Normalized over Z^t  
# The smoothed data is a conditional probability which computes  
# the probability of a certain state at a certain time given all of  
# the data. This is the same as computing the posterior probability   
# of being in state X at time k for a given sequence of observations  
# and a given HMM  
  
smoothing\_prob = posterior(HMM, HMM\_simulation$observation)  
print(smoothing\_prob[,1:5])

## index  
## states 1 2 3 4 5  
## 1 0.000000000 0.0000000 0.00000000 0.00000000 0.0000000  
## 2 0.008695652 0.0000000 0.00000000 0.00000000 0.0000000  
## 3 0.078260870 0.0173913 0.00000000 0.00000000 0.0000000  
## 4 0.304347826 0.1391304 0.03478261 0.00000000 0.0000000  
## 5 0.608695652 0.4695652 0.24347826 0.06956522 0.0000000  
## 6 0.000000000 0.3739130 0.52173913 0.36521739 0.1304348  
## 7 0.000000000 0.0000000 0.20000000 0.48695652 0.4782609  
## 8 0.000000000 0.0000000 0.00000000 0.07826087 0.3913043  
## 9 0.000000000 0.0000000 0.00000000 0.00000000 0.0000000  
## 10 0.000000000 0.0000000 0.00000000 0.00000000 0.0000000

Filtered probability

## Filtered probability  
# P(Z^t|X^0:t) = alpha(Z^t) ~ Normalized over Z^t  
# The filtered probability is the conditional probability which  
# computes the probability of being in state X at time k given   
# the sequence of data up until time k and a given HMM. To compute this we use  
# the forward-function which computes the forward probabilities which defines as  
# the probability of observing the sequence of observations e\_1 uo to e\_k and  
# that the state at time k is X. Using the forward algorithm we compute the  
# alpha(z^t)  
  
# The forward algorithm return the log probability  
alpha\_log = forward(hmm = HMM, observation = HMM\_simulation$observation)  
# Convert to normal prob  
alpha = exp(alpha\_log)  
#filtered\_prob = alpha / colSums(alpha)  
#print(filtered\_prob)  
# margin = 2 => divide by colSums   
# Normalize the output  
filtered\_prob = prop.table(alpha, margin = 2)  
print(filtered\_prob[,1:5])

## index  
## states 1 2 3 4 5  
## 1 0.2 0.0000000 0.00000000 0.00000000 0.00000000  
## 2 0.2 0.0000000 0.00000000 0.00000000 0.00000000  
## 3 0.2 0.2857143 0.14285714 0.00000000 0.00000000  
## 4 0.2 0.2857143 0.28571429 0.23076923 0.11764706  
## 5 0.2 0.2857143 0.28571429 0.30769231 0.27450980  
## 6 0.0 0.1428571 0.21428571 0.26923077 0.29411765  
## 7 0.0 0.0000000 0.07142857 0.15384615 0.21568627  
## 8 0.0 0.0000000 0.00000000 0.03846154 0.09803922  
## 9 0.0 0.0000000 0.00000000 0.00000000 0.00000000  
## 10 0.0 0.0000000 0.00000000 0.00000000 0.00000000

Viterbi

## Viterbi   
# Compute the most likely permitted path  
viterbi\_path = viterbi(HMM, HMM\_simulation$observation)  
# Returns a vector of strings displaying the most probable path of states  
print(viterbi\_path)

## [1] 3 4 5 6 7 8 9 10 1 1 1 1 1 2 2 2 2 3 3 3 4 5 6 6 6  
## [26] 6 7 8 9 10 1 1 1 2 3 4 4 5 5 6 7 8 9 10 1 1 1 1 1 1  
## [51] 1 1 1 1 1 2 3 4 5 6 6 7 8 8 9 10 1 1 1 1 1 1 1 1 2  
## [76] 3 3 3 3 3 3 3 4 4 4 4 4 4 5 5 5 5 5 6 7 8 9 10 1 1

# Task 4

*Compute the accuracy of the filtered and smoothed probability distributions, and of the most probable path. That is, compute the percentage of the true hidden states that are guessed by each method.*

*Hint: Note that the function forward in the HMM package returns probabilities in log scale. You may need to use the functions exp and prop.table in order to obtain a normalized probability distribution. You may also want to use the functions apply and which.max to find out the most probable states. Finally, recall that you can compare two vectors A and B elementwise as A==B, and that the function table will count the number of times that the different elements in a vector occur in the vector.*

To review the accuracy of the different probability distribution we went to look which state the model classifies as to be most likely in each observation. Looking at the example below we would for example classify the first observation to be in state 8 since this has the highest probability

# Extract the state which has the highest conditional probability for each observation  
smoothing = apply(smoothing\_prob, MARGIN = 2, which.max)  
accuracy\_smooth = mean(smoothing == HMM\_simulation$states)  
  
filtered = apply(filtered\_prob, MARGIN = 2, which.max)  
accuracy\_filtered = mean(filtered == HMM\_simulation$states)  
  
accuracy\_viterbi = mean(viterbi\_path == HMM\_simulation$states)  
  
print(accuracy\_table)

## Smoothed Filtered Viterbi  
## 1 0.6 0.59 0.36

The accuracy viterbi model has a lower accuracy than the filtered model. This is because the viterbi model computes the most likely path of states while the smoothed distribution computes the likeli state in every singel time step. The problem with the smoothed distribution is that the resulting path might not be a permitted path. The viterbi model will give a permitted path but it will not be the most likely state in each time step. There could for example be alot of different permitted paths and consequently, by using the smoothing model and choosing the most likely state in each time step we will have a bigger chance of guessing righs, hence the higher accuracy.

# Task 5

*Repeat the previous exercise with different simulated samples. In general, the smoothed distributions should be more accurate than the filtered distributions. Why ? In general, the smoothed distributions should be more accurate than the most probable paths, too. Why ?*

# Function for creating new simulation computing the different probability models, i.e smooting, and computing their respective accuracy at classifying  
# the simulated data  
computations = function(hmm, sampleSize){  
 simulation = simHMM(hmm = hmm, length = sampleSize)  
   
 smoothing = posterior(hmm, simulation$observation)  
 #Compute filtering probability distribution  
 alpha\_log = forward(hmm, simulation$observation)  
 alpha = exp(alpha\_log)  
 filtering = prop.table(alpha, margin = 2)  
 #Compute viterbi probability distribution  
 viterbi = viterbi(hmm, simulation$observation)  
   
 #Compute accuracies  
 smoothing\_max = apply(smoothing, MARGIN = 2, FUN = which.max)  
 accuracy\_smoothing = mean(smoothing\_max == simulation$states)  
 filtering\_max = apply(filtering, MARGIN = 2, FUN = which.max)  
 accuracy\_filtering = mean(filtering\_max == simulation$states)  
 accuracy\_viterbi = mean(viterbi == simulation$states)  
   
 accuracy = data.frame(Smooting = accuracy\_smoothing, Filtering = accuracy\_filtering, Viterbi = accuracy\_viterbi)  
   
 result = list("accuracy" = accuracy,  
 "smoothing" = smoothing,  
 "filtering" = filtering,  
 "viterbi" = viterbi)  
   
 return(result)  
}

Using the above function i create new simulations and compute their respective accuracies

# Compute new new accuracies using newly computed simulations  
  
# Case 1  
computation1 = computations(hmm = HMM, sampleSize = 100)  
# Case 2  
computation2 = computations(hmm = HMM, sampleSize = 100)  
# Case 3  
computation3 = computations(hmm = HMM, sampleSize = 100)

*Running the previous steps again and computing the accuracy for the different models we can see that the the previous notation is consitent. Although the percertage varies in different runs it is always true that the accuracy\_smoothed > accuracy\_viterbi and accuracy\_smoothed > accuracy\_filtered The smoothing algorithm perfroms better since it makes use of both forward (alpha) and backward (beta) algorithms in its computations. The forward algorithm uses previous steps to compute the current alpha value while the backward algorithmuses the next step to compute the current beta value. Consequently it uses more information than the filtering which only uses the forward algorithm (alpha) alone. This allows for the algorithm to compute more accurate results.*

*Viterbi* *The accuracy viterbi model has a lower accuracy than the filtered model. This is because the viterbi mode computes the most likely path of states while the smoothed distribution computes the likeli state in every singel time step. The problem with the smoothed distribution is that the resulting path might not be a permitted path. The viterbi model will give a permitted path but it will not be the most likely state in each time step. There could for example be alot of different permitted paths and consequently, by using the smoothing model and choosing the most likely state in each time step we will have a bigger chance of guessing righs, hence the higher accuracy.*

## Smooting Filtering Viterbi  
## 1 0.72 0.54 0.34

## Smooting Filtering Viterbi  
## 1 0.63 0.6 0.56

## Smooting Filtering Viterbi  
## 1 0.78 0.44 0.52

#Task 6 *Is it true that the more observations you have the better you know where the robot is ?* *Hint: You may want to compute the entropy of the filtered distributions with the function*

Entropy, also referred to as Shannor Entropy is a measure of dissorder or randomness of a system. A system with high entropy is consequently more uncertain due to its randomness. Entropy is a measure of uncertainty which allows us to make precise statements and perform computations with regard to one of life’s most pressing issue, namely not knowing how things will turn out.

Entropy facts: - Entropy is maximal for uniform distributions. Since the possible - outcome is equally probable everywhere. I.e in a bernouli trial then max - entropy is reached using p = 0.5 => largest spread. - Entropy is additive for independent events

What we are trying to answer is if the increase of Time Step results in a lower uncertainty, in other words lower entropy. Considering this fact and knowing what the aim is it is reasonable that we use the filtering distribution to compute the entropy since this only takes the observations up until the current time step into account in its computations. In this way we can then answer the question wheter the state of time step t +1 is more or less uncertain than the state of time step t.

The robots location is given by its porbability distribution in each time step. By looking at the entropy for the distribution in each time step we can make conclusions of the uncertainty of knowing what state the robot is in in a certain moment. Entropy increases when increasing the number of possible outcomes i.e states

plot(apply(computation1$filtering, MARGIN = 2, entropy.empirical),  
 type = 'l', main = "Entropy for probability distibution", ylab = "Entropy", xlab = "Time Step")  
points(apply(computation2$filtering, MARGIN = 2, entropy.empirical), type = 'l', col = "blue")  
points(apply(computation3$filtering, MARGIN = 2, entropy.empirical), type = 'l', col = "red")

![](data:image/png;base64,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)

By observing the plots it is not possible to conclude any evidence which would say that the uncertainty of the state would get larger nore lower. At some cass the entropy is down to 0 which would mean that it has zero probability, but then is goes up again. By time stamp 100 we can sill see the same amount of fluctuation as there was in the beginning of the sequence. This makes sence in realtion to our theories which has stated that since the structure is stationary, then the transition matrix and emission matrix will stay as they currently are. Adding another step to the sequence will consequently not add another parameter any new parameters or affect the previous computations in anyway. Since the transition and emission probabilites are stationary and will ot change the uncertainty will consequently also stay as it is.

# Task 7

*Consider any of the samples above of length 100. Compute the probabilities of the hidden states at the time step 101*

We can predict the probabilities of the hidden states at time step 101 by looking at the formula for the ml estimate of ml est. z(t+1)| z(t) = sum(t, T-1) over p(z(t), z(t+1) | x (0:t)) (Normalized) We know the probabilities of the current observed state p(z(t)|x(0:t)) - the filtered distribution and we want to know the distribution for z(t+1). In order to extract this we need to factorize the expression by marginalizing out z(t). we know that z(t+1) is independent from all previous states given z(t)

We know the probabilities of the current (100) step. The transition probabilities between time steps will always be the same so this we already have from the initial transition matrix. We can consequently predict the probabilities for the next step by doing the matrix multiplication

current\_prob = computation1$filtering[,100]  
next\_prob = transition\_matrix %\*% current\_prob

## Probabilities for the hidden states in step 101: 0.5 0 0 0 0 0 0 0 0 0.5

# Code

## Task1

### Task 1 ###  
# Build a hidden Markov model for the scenario described above  
  
#install.packages("HMM")  
library(HMM)  
  
# To create an HMM we use the initHMM function which takes in the arguments  
# States = Vector with the different states for the model  
# Symbols = Vector with the names of the symbols  
# startProbs = vector with the starting probabilities of all teh states  
# transProbs = Stochastic matrix holding the transition probabilities between states Z  
# emissionProbs = Stochastic matrix holding the emission probabilities of the states X  
  
# stochastic matrix => Each row should sum to 1 because this represents all the  
# transitions  
  
  
### StartProbs  
# Initial state will be any of the 10 states with equal probability  
startProbs = rep(0.1, 10)  
  
### States  
states = seq(1,10,1)  
  
### Symbols  
symbols = seq(1,10, 1)  
  
### TransitionMatrix  
# The transition matrix is a 10x10 matrix. From the description we learned that the  
# robot chooses with equal probability to stay or move to the next sector. This results  
# in two different alternatives with transition prob = 0.2  
  
#Varför blir denna fel ?  
transition\_prob <- c(0.5, 0.5, 0, 0, 0, 0, 0, 0, 0, 0,  
 0, 0.5, 0.5, 0, 0, 0, 0, 0, 0, 0,  
 0, 0, 0.5, 0.5, 0, 0, 0, 0, 0, 0,  
 0, 0, 0, 0.5, 0.5, 0, 0, 0, 0, 0,  
 0, 0, 0, 0, 0.5, 0.5, 0, 0, 0, 0,  
 0, 0, 0, 0, 0, 0.5, 0.5, 0, 0, 0,  
 0, 0, 0, 0, 0, 0, 0.5, 0.5, 0, 0,  
 0, 0, 0, 0, 0, 0, 0, 0.5, 0.5, 0,  
 0, 0, 0, 0, 0, 0, 0, 0, 0.5, 0.5,  
 0.5, 0, 0, 0, 0, 0, 0, 0, 0, 0.5)  
  
#R sums by column as default, therfore we set byrow = TRUE  
transition\_matrix <- matrix(data = transition\_prob,  
 ncol = 10,  
 nrow = 10,  
 byrow = TRUE)  
  
transition\_matrix  
  
transprobs = matrix(0, 10, 10)  
diag(transprobs) = 0.5  
diag(transprobs[,-1]) = 0.5  
transprobs[10,1] = 0.5  
transprobs  
  
### Emmission Matrix  
# The emmission matrix is a 10x10 matrix. From the description we learned that the  
# noise creates an uncertainty which results in that that the observation will have an   
# uncertainty of +- 2 positions. This results in 5 different alternatives with each  
# emmission prob = 0.2  
emission\_prob <- c(0.2, 0.2, 0.2, 0, 0, 0, 0, 0, 0.2, 0.2,  
 0.2, 0.2, 0.2, 0.2, 0, 0, 0, 0, 0, 0.2,  
 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0, 0, 0, 0,  
 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0, 0, 0,  
 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0, 0,  
 0, 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0,  
 0, 0, 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2, 0,  
 0, 0, 0, 0, 0, 0.2, 0.2, 0.2, 0.2, 0.2,  
 0.2, 0, 0, 0, 0, 0, 0.2, 0.2, 0.2, 0.2,  
 0.2, 0.2, 0, 0, 0, 0, 0, 0.2, 0.2, 0.2)  
  
emission\_matrix <- matrix(data = emission\_prob,  
 ncol = 10,  
 nrow = 10,  
 byrow = TRUE)  
  
# Create the hiddent markov model for the describe situation  
HMM = initHMM(States = states,   
 Symbols = symbols,   
 startProbs = startProbs,  
 transProbs = transprobs,   
 emissionProbs = emission\_matrix)  
  
  
#Print the initialized Markov Model  
print(HMM)

## Task 2

### Task 2 ###  
#Simulate the Hidden Markov Model for 100 steps  
  
# simHMM(HMM, length) simulates a path of states and observations for a given HMM  
# length = length of the sequence of observations and staes  
  
  
observation\_sequence = 200  
HMM\_simulation = simHMM(hmm = HMM, length = observation\_sequence)  
  
#Print the simulated path of the states and observations for the HMM  
# states = The simulated hidden state  
# observation = The simulated observations  
print(HMM\_simulation)

## Task 3

### Task 3 ###  
  
# Discard the hidden states from the sample obtained above.   
# Use the remaining observations to compute the filtered and   
# smoothed probability distributions for each of the  
# 100 time points. Compute also the most probable path.  
  
## Compute the filtered and smoothed probabilty distributions  
# These two calculations are two independent parts of the forward-backward  
# algorithm used to compute alpha and beta.   
  
# Smoothed probability: Is the probabilty of a certain state at a certain  
# time given all of the data (the full sequence)  
  
# Filtered data: The probabilty of a certain state a at a certain time  
# given the data up until this moment  
  
  
## Smoothed probability  
# The smoothed data is a conditional probability which computes  
# the probability of a certain state at a certain time given all of  
# the data. This is the same as computing the posterior probability   
# of being in state X at time k for a given sequence of observations  
# and a given HMM  
  
smoothing\_prob = posterior(HMM, HMM\_simulation$observation)  
print(smoothing\_prob)  
  
## Filtered probability  
# P(Z^t|X^0:t) = alpha(Z^t)/normalized  
# The filtered probability is the conditional probability which  
# computes the probability of being in state X at time k given   
# the sequence of data up until time k and a given HMM. To compute this we use  
# the forward-function which computes the forward probabilities which defines as  
# the probability of observing the sequence of observations e\_1 uo to e\_k and  
# that the state at time k is X. Using the forward algorithm we compute the  
# alpha(z^t)  
  
# The forward algorithm return the log probability  
alpha\_log = forward(hmm = HMM, observation = HMM\_simulation$observation)  
# Convert to normal prob  
alpha = exp(alpha\_log)  
#filtered\_prob = alpha / colSums(alpha)  
#print(filtered\_prob)  
# margin = 2 => divide by colSums   
# Normalize the output  
filtered\_prob = prop.table(alpha, margin = 2)  
print(filtered\_prob)  
  
## Viterbi   
# Compute the most likeli path  
viterbi\_path = viterbi(HMM, HMM\_simulation$observation)  
# Returns a vector of strings displaying the most probable path of states  
print(viterbi\_path)

## Task 4

### Task 4 ###  
# Compute the accuracy of the filtered and smoothed probability distributions, and of the  
# most probable path. That is, compute the percentage of the true hidden states that are  
# guessed by each method.  
  
# Hint: Note that the function forward in the HMM package returns probabilities in log  
# scale. You may need to use the functions exp and prop.table in order to obtain a  
# normalized probability distribution. You may also want to use the functions apply and  
# which.max to find out the most probable states. Finally, recall that you can compare  
# two vectors A and B elementwise as A==B, and that the function table will count the  
# number of times that the different elements in a vector occur in the vector.  
  
  
## Smoothing Probability  
# To review the accuracy of the smoothed probability distribution we went to look which state the model classifies as to be most likely in each  
# observation. Looking at the example below we would for example classify the first observation to be in state 8 since this has the highest probability  
  
# Should we see this as an observation or a second time step ??  
# As we can see the table is normalized since it   
smoothing\_prob[,1:5]  
  
# Using the following funciton we extract the state which has the highest conditional probability for each observation  
smoothing = apply(smoothing\_prob, MARGIN = 2, which.max)  
HMM\_simulation$states  
accuracy\_smooth = mean(smoothing == HMM\_simulation$states)  
print(accuracy\_smooth)  
  
  
## Filtered probability  
filtered\_prob[,1:5]  
filtered = apply(filtered\_prob, MARGIN = 2, which.max)  
accuracy\_filtered = mean(filtered == HMM\_simulation$states)  
print(accuracy\_filtered)  
  
# The accuracy for the smoothed probability is higher than the one for the filtered probability. This is probably due to the fact that the smoothed  
# probability uses all of the observations (the whole sequence of data) in order to compute the probabilty for the most likely states. This compared  
# to the filtered probability which is only conditioned on the data up to that classification point, then becomes more uncertain since it has less  
# data.   
  
## Most likely path - Viterbi  
viterbi\_path  
accuracy\_viterbi = mean(viterbi\_path == HMM\_simulation$states)  
print(accuracy\_viterbi)  
  
accuracy\_table = data.frame(Smoothed = accuracy\_smooth, Filtered = accuracy\_filtered, Viterbi = accuracy\_viterbi)  
print(accuracy\_table)  
  
# The accuracy viterbi model has a lower accuracy than the filtered model. This is because the viterbi model computes the most likely path of states  
# while the smoothed distribution computes the likeli state in every singel time step. The problem with the smoothed distribution is that the resulting path  
# might not be a permitted path. The viterbi model will give a permitted path but it will not be the most likely state in each time step. There could for  
# example be alot of different permitted paths and consequently, by using the smoothing model and choosing the most likely state in each time step we  
# will have a bigger chance of guessing righs, hence the higher accuracy.

## Task 5

### Task 5 ###  
# Repeat the previous exercise with different simulated samples. In general, the smoothed  
# distributions should be more accurate than the filtered distributions. Why ? In general,  
# the smoothed distributions should be more accurate than the most probable paths, too. Why ?  
  
  
# Function for creating new simulation computing the different probability models, i.e smooting, and computing their respective accuracy at classifying  
# the simulated data  
computations = function(hmm, sampleSize){  
 simulation = simHMM(hmm = hmm, length = sampleSize)  
   
 smoothing = posterior(hmm, simulation$observation)  
 #Compute filtering probability distribution  
 alpha\_log = forward(hmm, simulation$observation)  
 alpha = exp(alpha\_log)  
 filtering = prop.table(alpha, margin = 2)  
 #Compute viterbi probability distribution  
 viterbi = viterbi(hmm, simulation$observation)  
   
 #Compute accuracies  
 smoothing\_max = apply(smoothing, MARGIN = 2, FUN = which.max)  
 accuracy\_smoothing = mean(smoothing\_max == simulation$states)  
 filtering\_max = apply(filtering, MARGIN = 2, FUN = which.max)  
 accuracy\_filtering = mean(filtering\_max == simulation$states)  
 accuracy\_viterbi = mean(viterbi == simulation$states)  
   
 accuracy = data.frame(Smooting = accuracy\_smoothing, Filtering = accuracy\_filtering, Viterbi = accuracy\_viterbi)  
   
 result = list("accuracy" = accuracy,  
 "smoothing" = smoothing,  
 "filtering" = prop.table(alpha, margin = 2),  
 "filtering\_2" = filtering)  
   
 return(result)  
}  
  
# Compute new new accuracies using newly computed simulations  
# Case 1  
computation1 = computations(hmm = HMM, sampleSize = 100)  
# Case 2  
computation2 = computations(hmm = HMM, sampleSize = 100)  
# Case 3  
computation3 = computations(hmm = HMM, sampleSize = 100)  
  
computation1$accuracy  
computation2$accuracy  
computation3$accuracy  
  
# Running the previous steps again and computing the accuracy for the different models we can see that the the previous notation is consitent.  
# Although the percertage varies in different runs it is always true that the accuracy\_smoothed > accuracy\_viterbi and accuracy\_smoothed > accuracy\_filtered  
# The smoothing algorithm perfroms better since it makes use of both forward (alpha) and backward (beta) algorithms in its   
# computations. The forward algorithm uses previous steps to compute the current alpha value while the backward algorithm   
# uses the next step to compute the current beta value. Consequently it uses more information than the filtering   
# which only uses the forward algorithm (alpha) alone. This allows for the algorithm to compute more accurate results.  
# Viterbi   
# The accuracy viterbi model has a lower accuracy than the filtered model. This is because the viterbi model computes the most likely path of states  
# while the smoothed distribution computes the likeli state in every singel time step. The problem with the smoothed distribution is that the resulting path  
# might not be a permitted path. The viterbi model will give a permitted path but it will not be the most likely state in each time step. There could for  
# example be alot of different permitted paths and consequently, by using the smoothing model and choosing the most likely state in each time step we  
# will have a bigger chance of guessing righs, hence the higher accuracy.

## Task 6

### Task 6 ###  
# Is it true that the more observations you have the better you know where the robot is ?  
  
# Hint: You may want to compute the entropy of the filtered distributions with the function  
# entropy.empirical of the package entropy.  
  
#install.packages("entropy")  
library(entropy)  
  
# Entropy, also referred to as Shannor Entropy is a measure of dissorder or randomness of a system. A system with high entropy is consequently   
# more uncertain due to its randomness. Entropy is a measure of uncertainty which allows us to make precise statements and perform computations   
# with regard to one of life's most pressing issue, namely not knowing how things will turn out.   
  
# Entropy facts: Entropy is maximal for uniform distributions. Since the possible  
# outcome is equally probable everywhere. I.e in a bernouli trial then max  
# entropy is reached using p = 0.5 => largest spread.  
# Entropy is additive for independent events  
# Entropy increases when increasing the number of possible outcomes i.e states  
  
# What we are trying to answer is if the increase of Time Step results in a lower uncertainty, in other words lower entropy. Considering this fact and knowing what   
# the aim is it is reasonable that we use the filtering distribution to compute the entropy since this only takes the observations up until the current time step  
# into account in its computations. In this way we can then answer the question wheter the state of time step t +1 is more or less uncertain  
# than the state of time step t.  
  
# The robots location is given by its porbability distribution in each time step. By looking at the entropy for the distribution in each time step we can   
# make conclusions of the uncertainty of knowing what state the robot is in in a certain moment  
  
plot(apply(computation1$filtering, MARGIN = 2, entropy.empirical),  
 type = 'l', main = "Entropy for Smoothed distribution", ylab = "Entropy", xlab = "Time Step")  
points(apply(computation2$filtering, MARGIN = 2, entropy.empirical), type = 'l', col = "blue")  
points(apply(computation3$filtering, MARGIN = 2, entropy.empirical), type = 'l', col = "red")  
  
# By observing the plots it is not possible to conclude any evidence which would say that the uncertainty of the state would get larger  
# nore lower. At some cass the entropy is down to 0 which would mean that it has zero probability, but then is goes up again.  
# By time stamp 100 we can sill see the same amount of fluctuation as there was in the beginning of the sequence. This makes  
# sence in realtion to our theories which has stated that since the structure is stationary, then the transition matrix and emission matrix  
# will stay as they currently are. Adding another step to the sequence will consequently not add another parameter any new parameters or  
# affect the previous computations in anyway. Since the transition and emission probabilites are stationary and will ot change the  
# uncertainty will consequently also stay as it is.  
  
# Is there a reason for that the entropy is lower for the filtered than the smoothed?

## Task 7

### Task 7 ###  
# Consider any of the samples above of length 100. Compute the probabilities of the hidden states at the time step 101.   
  
# We can predict the probabilities of the hidden states at time step 101 by looking at the formula for the ml estimate of  
# ml est. z(t+1)| z(t) = sum(t, T-1) over p(z(t), z(t+1) | x (0:t)) (Normalized)  
# We know the probabilities of the current observed state p(z(t)|x(0:t)) - the filtered distribution  
# and we want to know the distribution for z(t+1). In order to extract this we need to factorize the expression by marginalizing out z(t)  
# we know that z(t+1) is independent from all previous states given z(t)  
  
# We know the probabilities of the current (100) step. The transition probabilities between time steps will always be the same  
# so this we already have from the initial transition matrix. We can consequently predict the probabilities for the next step  
# by doing the matrix multiplication  
current\_prob = computation1$filtering[,100]  
next\_prob = transition\_matrix %\*% current\_prob  
  
cat("Probabilities for the hidden states in step 101: ", next\_prob)  
which.max(next\_prob != 0)