**3. Интерпретируемое машинное обучение**

* 1. **. SHapley Additive exPlanations**

При анализе ЭКГ-сигналов для сложных моделей глубинного обучения объяснение их работы представляет из себя сложную задачу из-за высокой сложности. Поэтому применяется объясняющая модель – интерпретируемая аппроксимация исходной модели.

Пусть дана модель предсказания 𝑓(𝑥). и требуется объяснить её вывод для конкретного входа 𝑥:=(𝑥₁, 𝑥₂, ..., 𝑥M). Из [1] известно определение объясняющей модели g:

где z’ – бинарное представление упрощённых выходных признаков, M – их количество, .

Методы, соответствующие данному определению, способны объяснить предсказание модели через суммирование эффектов отдельных признаков, обеспечивая простоту и интерпретируемость объяснения. Одним из наиболее известных и часто используемых в моделях является SHapley Additive exPlanations (SHAP). берущий своё начало из теории игр: значения Шепли объясняют предельный вклад каждого игрока в работу команды.

Пусть 𝑆⊆𝐹, где *S* является подмножеством всех функций 𝐹={𝑋1,𝑋2,…,𝑋𝑘…,𝑋𝑀}, где 𝑋𝑘 – признак в k-том столбце датасета размера N×M. Вклад признака 𝑋𝑘 в вывод модели вычисляется по следующему алгоритму [1]:

1. Модель обучается с использованием признака 𝑋i, и результирующая модель представлена в виде 𝑓𝐒∪{𝑖}.
2. Модель переобучается без признака и обозначается как 𝑓𝑆.
3. Предсказание двух моделей сравнивается на текущем входе 𝑥 S (где 𝑥S — представление входных признаков из множества S).

Изначально обученная модель 𝑓 помогает получить значения 𝑓𝐒∪{𝑖} и 𝑓𝑆. Тогда значение SHAP для признака 𝑋𝑘 считается по следующему уравнению [1]:

где перебираются все подмножества признаков, не содержащие .

Применении метода SHAP в задаче классификации сердечно-сосудистых заболеваний по ЭКГ помогает понять, какие элементы сигнала ЭКГ определяют решение модели, повышает прозрачность работы модели глубинного обучения и обеспечивает медицинским специалистам объективное объяснение механизмов принятия решения при диагностике заболеваний.

Однако вычислительная сложность методов объяснения работы модели, использующие SHAP, остаётся высокой. Также стоит отметить, что метод не учитывает корреляцию между признаками и принимает их за независимые [1]. Ещё одна проблема SHAP заключается в рационализации решения ошибочных моделей машинного обучения [2]. Иными словами, SHAP может быть введён в заблуждение.

* 1. **Attention Mechanism**

Attention mechanism (AM) широко применяется при работе с временными рядами благодаря способности преодолевать ограничения традиционных моделей на основе coder-encoder [3]. Следовательно, AM может быть применён в задачах классификации аритмий на основе сигналов ЭКГ, поскольку сигнал ЭКГ представляется как одномерный временной ряд. В данной задаче AM позволяет модели фокусироваться на конкретных участках входного сигнала, которые вносят наибольший вклад в итоговый прогноз [3, 4]. Также в attention mechanism можно внедрить специализированные предметные знания для лучшего учёта вклада каждого сегмента сигнала ЭКГ в конечную модель классификации [4].

Согласно [5], AM принимает на вход скрытый вектор и выполняет три последовательных вычислительных шага:

1. Расчёт выравнивающих оценок:

где a — модель выравнивания, - её оценка, которая измеряет, насколько хорошо входные данные вокруг позиции j (скрытое состояние кодировщика ) соответствуют предыдущему скрытому состоянию декодировщика ​ перед выдачей следующего элемента*.*

1. Вычисление весов внимания:

Где *T* – общее число скрытых состояний кодировщика.

1. Вычисление векторного результата:

Механизм внимания не только улучшает производительность модели глубинного обучения при классификации аритмий на основе сигналов ЭКГ [3], но и способствует интерпретируемости выходных данных модели. Однако, одной из главных проблем данного интерпретируемого метода является высокая сложность вычислений, которая нуждается в оптимизации [3].

* 1. **Gradient-weighted Class Activation Mapping**

Предложенный в статье [6] интерпретируемый метод Class activation mapping (CAM) обеспечивает визуальное объяснение. Это обеспечивается за счёт локализации важных областей входных данных, то есть, объяснения решения нейронной сети в виде выделения областей входных данных, которые больше всего повлияли на предсказание модели глубинного обучения.

CAM вычисляет вклад отдельных фильтров, обозначаемых как , в последнем сверточном слое в конечный предсказанный результат для класса . Из [6] известно о линейной зависимости от , выраженной в уравнении:

где – вес, соответствующий классу c для фильтра *; i, j* – индексы последней карты признаков; *c* – категория классов; – индекс фильтра.

Основной целью CAM является нахождение вклада последних карт признаков, удовлетворяющих условию . Таким образом, вклад каждого элемента на последней карте можно получить из уравнения **(выше, поставить номера!)** , как это выражено в уравнении **(ниже, поставить номера!)** :

Согласно [7], в сигнале ЭКГ, который выражается как одномерный временной ряд, CAM для класса *c* в конкретный момент времени *t* определяется уравнением:

где – активация фильтра на последнем свёрточном слое в момент времени *t,* указывает на важность активации во временном моменте *t*, ведущий к определения сигнала к классу *c*.

CAM часто используется для интерпретации результатов классификации сигналов ЭКГ при помощи свёрточных нейросетей. В частности, данный метод полезен при визуализации сегментов сигнала ЭКГ, на которые модель опирается для принятия решения о предсказании.

Однако, из-за нелинейности моделей глубинного обучения, CAM могут быть неточными. Также градиентные методы построения CAM страдают от проблемы насыщения градиента, которая приводит к неточной локализации релевантных областей сигнала [7].
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