**<<模式分类>>整理与心得**

**第一章**

**模式识别:输入原始数据并根据其类别采取相应行为的能力**

**一个例子:鲑鱼和鲈鱼的区分**

**特征:双方在物理特性上的一些差异，比如长度、光泽、宽度等要素**

**模型:可以用数学模型表达的不同特征的描述**

**模型分类-感知数据并处理以滤除干扰-选择与数据最接近的类别**

**根据最小平均误差率和总体代价来确定分类所遵照的阈值**

**特征可以精简为多维特征向量**

**根据分类性能和分界面复杂度选择最优折中来确定分类器**

**统计模式识别:对模式的统计分类方法，把模式类看成是用某个随机向量实现的集合**

**句法模式识别:用模式的基本组成元素及其相互间的结构关系对模式进行描述和识别的方法**

**以上两个识别光看定义并没有分得很清楚，希望学长能解释区分一下**

**嵌入特定领域的背景知识，比如发音过程和椅子功能**

**这两个例子我觉得举得很好，当设计模式分类系统不知道从哪方面入手的时候，思考其本质和潜在共同点**

**回归分析:对输入数据找到合适的函数表示，来预测新数据的值**

**函数内插:从已知的一定范围内输入数据对应的函数值，来设法求出这些输入点之间的数据点的函数值**

**把已知的各点用曲线连起来得到连续函数不就可以了吗**

**密度函数估计:求解具有某种特定特征的类别成员出现的概率密度问题**

**模式识别系统:预处理-特征提取-分类**

**传感器-分割和组织-特征提取(结合具体领域知识)-分类器(其最简单的性能度量是分类误差率)-后处理(结合上下文)**

**设计一个模式识别系统:数据采集-特征选择-模型选择-训练和评估**

**可能出现过拟合的现象，考虑计算复杂度**

**新样本不令人满意也不一定由于过拟合，还有可能训练样本集不好**

**有监督学习:存在一个教师信号，对训练样本集中的每个输入样本能提供类别标记和分类代价，并寻找降低总体代价的方向**

**无监督学习:自动形成聚类或自然的组织，根据聚类系统采用的准则**

**何为聚类系统的准则，是科学家设计的很多数学公式构成的准则吗**

**强化学习:给定一个输入样本，计算它的输出类别，把它和已知的类别做比较，根据差异来改善分类器的性能**