Reader.py：

实现Reader类与测试

img属性存放读取的图片（Image对象）

result属性存放检测结果

import cv2  
import time  
  
import Image  
  
class Reader(object):  
  
 def \_\_init\_\_(self):  
  
 self.img = None  
 self.result = None  
  
 def read\_from\_file(self**,** path):  
 #指定路径读取图片  
 #input:  
 # path:图片路径  
 #读取成功则返回1，失败返回0  
  
 try:  
 pic = cv2.imread(path)  
 self.img = Image.Image(f'path:{path}'**,** pic)  
 return True  
 except:  
 return False  
  
 def read\_from\_camera(self):  
 #调用摄像头获取图片  
 #读取成功则返回1，失败返回0  
 try:  
 cap = cv2.VideoCapture(**0**)  
 \_**,** pic = cap.read()  
 self.img = Image.Image(f'camera:{time.time()}'**,** pic)  
 return True  
 except:  
 return False  
  
if \_\_name\_\_=="\_\_main\_\_":  
 #测试  
 #分别用两个方法获取图片并显示  
 reader1 = Reader()  
 reader2 = Reader()  
  
 ret1 = reader1.read\_from\_file(r"..\HP65W\_4.png")  
 ret2 = reader2.read\_from\_camera()  
  
 if ret1:  
 cv2.imshow("read\_from\_file"**,** reader1.img.binary)  
 else:  
 print("Cannot read image from file")  
  
 if ret2:  
 cv2.imshow("read\_from\_camera"**,** reader2.img.binary)  
 else:  
 print("Cannot read video from camera")  
  
 cv2.waitKey(**0**)  
 cv2.destroyAllWindows()

Image.py:

import cv2  
import numpy as np  
  
  
class Image(object):  
 def \_\_init\_\_(self**,** name**,** raw):  
 self.name = name  
 self.raw = raw # 原图  
 self.binary = None # 二值化增强的图片  
 self.is\_qualified = None # 是否合格  
 self.qrcode\_segmentation = [] # 二维码的分割  
 self.character\_segmentation = [] # 文字的分割  
 self.barcode\_segmentation=[] # 条形码的分割  
 self.\_to\_binary()  
 self.find\_square()  
  
 def \_to\_binary(self):  
 img = cv2.cvtColor(self.raw**,** cv2.COLOR\_BGR2GRAY)  
 # 局部二值化  
 block\_size = **25** const\_value = **10** local\_binary = cv2.adaptiveThreshold(img**, 255,** cv2.ADAPTIVE\_THRESH\_GAUSSIAN\_C**,** cv2.THRESH\_BINARY\_INV**,** block\_size**,** const\_value)  
 # binary = cv2.GaussianBlur(local\_binary, (3, 3), 0)  
 # binary = cv2.Canny(local\_binary, 100, 150)  
 self.binary = local\_binary  
  
 def find\_square(self**,** img=None**,** lmin=**300,** lmax=**2000**):  
 # edges = cv2.Canny(img, 100, 200)  
 if img is None:  
 img = self.binary.copy()  
 contours**,** hierarchy = cv2.findContours(img**,** cv2.RETR\_TREE**,** cv2.CHAIN\_APPROX\_SIMPLE)  
 hierarchy = hierarchy[**0**]  
 found = []  
  
 for i in range(len(contours)):  
 # find bounding box coordinates  
 k = i  
 c = **0** while hierarchy[k][**2**] != -**1**:  
 k = hierarchy[k][**2**]  
 c = c + **1** if c >= **1**:  
 found.append(i)  
 boxes = [] # 包围盒组  
  
 for i in found:  
 x**,** y**,** w**,** h = cv2.boundingRect(contours[i])  
  
 ratio = w / h  
 ratio\_grade = ratio  
 if not (**0.96** < ratio\_grade < **1.04**): # 筛去长宽比不合格的  
 continue  
 rect = cv2.minAreaRect(contours[i]) # 获得轮廓的最小外接矩形  
 box = cv2.boxPoints(rect)  
  
 length = lambda x: abs(x[**0**][**0**] - x[**2**][**0**]) + abs(x[**0**][**1**] - x[**2**][**1**]) # 以曼哈顿距离代替边长  
  
 if length(box) < lmin or length(box) > lmax: # 筛去边长太短的点  
 continue  
 box = np.int0(box)  
 boxes.append(box)  
 self.qrcode\_segmentation = boxes  
  
  
if \_\_name\_\_ == '\_\_main\_\_':  
 #cv2.namedWindow("test", 0)  
 cv2.namedWindow("raw"**, 0**)  
 raw = cv2.imread(r'..\3-2.png')  
 image = Image('test'**,** raw)  
 print(image.qrcode\_segmentation)  
 cv2.imshow('raw'**,** image.raw)  
 # cv2.imshow('test', image.binary)  
 cv2.waitKey(**0**)

Detector.py

使用get\_area()函数获取二维码、条形码和光学字符位置，该函数首先调用get\_label\_area()函数获取标签位置，region里存放所有标签矩形的四个顶点的坐标，之后对每个标签矩形遍历，先求出标签横纵坐标最大最小值依次简化参数，随后调用find\_char()函数获取所有光学字符位置，调用find\_square()函数获取所有二维码位置，调用find\_barcode()函数获取所有条形码位置，随后调用image.is\_qualified()函数判断改标签是否合格，及二维码其条形码是否与周围光学字符过近。

get\_label\_area()函数

该函数无输入，输出为标签所在矩形顶点坐标的列表

获取自身属性里Image对象的原图，将其灰度化二值化，再将二值化图像opencv自带算法检测轮廓，再轮廓中筛选掉存在父轮廓的，再筛选掉面积过小的，再调用opencv自带的approxPolyDP()函数对指定的点集进行多边形逼近，该函数使用道格拉斯-普克算法，再找到最小的矩形，并筛选掉太细的矩形，之后获取改矩形横平竖直的最小外接矩形，最后将所有矩形四个顶点坐标加入列表返回

find\_char()函数

该函数输入为标签的横纵坐标最大最小值，输出为光学字符所在矩形顶点坐标的列表

获取自身属性里Image对象的原图根据标签的横纵坐标最大最小值截取标签图像，再对原图灰度化，再调用preprocess()函数对灰度图像进行形态学处理，再调用find\_region()函数查找和筛选光学字符区域，最后将标签图像内的相对坐标转为原图像的绝对坐标，最后将所有矩形四个顶点坐标加入列表返回

preprocess()函数

该函数输入为标签灰度图像，输出为形态学处理后的标签图像

该函数首先使用Sobel算子，x方向求梯度，再二值化，再定义膨胀和腐蚀操作的核函数，之后使用不同的核函数依次进行膨胀、腐蚀、膨胀操作，最后返回形态学处理后的图像

find\_region()函数

该函数输入为形态学处理后的标签图像，输出为光学字符所在位置

该函数首先opencv自带算法检测轮廓，再筛选掉面积过小的，再调用opencv自带的approxPolyDP()函数对指定的点集进行多边形逼近，该函数使用道格拉斯-普克算法，再找到最小的矩形，并筛选掉太细的矩形，最后将所有矩形四个顶点坐标加入列表返回

find\_square()函数

该函数输入为标签的横纵坐标最大最小值，输出为二维码所在矩形顶点坐标的列表

该函数首先获取Image对象里二值化处理过后的图像，再用opencv自带算法检测轮廓，再找到边缘嵌套层的外轮廓，即定位点，加入列表，再对列表中所有矩形遍历，筛选掉长宽比不合格的矩形，再获得轮廓的最小外接矩形，然后以曼哈顿距离代替边长筛选掉太短的，再将标签图像内的相对坐标转为原图像的绝对坐标，获取改矩形横平竖直的最小外接矩形，最后将所有矩形四个顶点坐标加入列表返回

image.is\_qualified()函数

该函数无输入，输出为二维码、条形码位置是否合格

该函数首先获取Image对象里二值化处理过后的图像，再使用开运算平滑轮廓，再对Image对象里二维码位置遍历，先获取二维码横纵坐标最大最小值，再防止设定二维码周围遍历范围并防止边界溢出，最后遍历二维码周围是否存在距离太近的字符，再对Image对象里条形码位置遍历，之后操作同上。最后如果二维码、条形码位置均合格则返回True。

read\_bar\_code(self)

输入：无

输出：str\_lst（其中包含该图像所有条形码的识别结果）

从image.barcode\_segmentation中取出识别到的条形码的坐标，再调用pyzbar.decode对条形码进行解码。

read\_qr\_code(self)

输入：无

输出：str\_lst（其中包含该图像所有二维码的识别结果）

从image.qrcode\_segmentation中取出识别到的条形码的坐标，再调用pylibdmtx.pylibdmtx.decode对二维码进行解码。

decode\_ocr(self)

输入：无

输出：str\_lst（其中包含该图像所有光学字符的识别结果）

从image.character\_segmentation中取出识别到的条形码的坐标，再调用pytesseract.image\_to\_string对光学字符进行识别。

write\_detect\_res(self)

输入：无

输出：无

调用read\_bar\_code(self)，read\_qr\_code(self)，decode\_ocr(self)三个函数，取出他们的识别结果，并写入data.txt。

data.txt格式

每一行为一条识别结果，以 “图片名 识别种类（bar为条形码，qr为二维码，ocr为光学字符） 识别结果”这一形式输出。

每一条识别结果之间空开一行。