**一、压缩感知理论的研究现状**

压缩感知（Compressed Sensing）理论由Donoho，Candès，Romberg和Tao提出，这些文献在2006年正式发表。事实上，Kashin创立的范函分析和逼近论为CS理论的某些抽象结论提供了理论依据。然后，由Candès，Romberg，Donoho等人构造实现了相关的算法，并且通过研究将该算法运用于实践，发现这一理论有很高的研究价值。尽管关于压缩感知理论的研究已经有了一定的成果，但是仍然有许多问题存在，并需要进一步研究解决。这些问题概括起来，主要有以下六个方面：

第一，对于已经成熟的重构算法是不是存在一个最优的确定性的观测矩阵；

第二，怎么样找到一种计算复杂度较低的、对观测次数限制较少的并且稳定的重构算法可以精确地恢复信号。由于医学图像低分辨率，灰度分布不均匀，高噪声的特点，重构算法的设计将会有更大的困难；

第三，如何在冗余字典下找到一种有效快速的稀疏分解算法是压缩感知理论的一个难点所在。如何针对医学图像的特点来设计合适的系数字典，也是目前亟待解决的问题；

第四，如何设计有效的软硬件来应用压缩感知理论解决大量的实际问题，这方面还有待进一步的研究；

第五，对于 p范数优化问题的求解研究还有许多不足；

第六，采样过程中收入噪声后的信号重构或含噪信号的重构也是压缩感知理论的一个难点所在，对于这方面的研究结果目前并不理想。此外，压缩感知理论与信号处理其它领域的融合也远远不够，如信号检测、特征提取等。

压缩感知的具体模型如下：

设![](data:image/x-wmf;base64,183GmgAAAAAAAPYENALaCQAAAAAJWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6Es2AHzjGAD/QY11YBKTdQQAAAAtAQAACAAAADIK9ACRAwEAAABOABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCoSTYAfOMYAP9BjXVgEpN1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABegIBAAAAQw4IAAAAMgqgAUAAAQAAAHgAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbSD2a+YBKTdYhKNgB84xgA/0GNdWASk3UEAAAALQEAAAQAAADwAQEACAAAADIKoAE8AQEAAADOAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHXSD2a+AAAKAC4AigEBAAAA4OQYAMTqi3UEAAAALQEBAAQAAADwAQAAAwAAAAAA)为一信号或图像，对x进行m次线性测量，得到测量值y相当于：

![](data:image/x-wmf;base64,183GmgAAAAAAADwFEQLkCQAAAADYWQEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHABBIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWJVqAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAGyAwEAAAB4SwgAAAAyCkABRgABAAAAeX4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdoYUZg9AEmJ3+JJqAHzjGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgpAAYYCAQAAAEZ5CAAAADIKQAFgAQEAAAA9IQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHeGFGYPAAAKAC4AigEAAAAA4OQYALZhW3cEAAAALQEAAAQAAADwAQEAAwAAAAAA)

其中![](data:image/x-wmf;base64,183GmgAAAAAAAJ0GNALoCQAAAABQWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuDxhAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIK9AAVBQEAAABOAAgAAAAyCvQA3wMBAAAAbQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2DxhAHzjGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAc4CAQAAAEMAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbMImbJQBJid9g9YQB84xgAIkBcd0ASYncEAAAALQEAAAQAAADwAQEACAAAADIK9ACOBAEAAAC0eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2zCJmyUASYnd4P2EAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABkAEBAAAAzgAIAAAAMgqgATQAAQAAAEYACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad8wiZskAAAoALgCKAQAAAADg5BgAtmFbdwQAAAAtAQAABAAAAPABAQADAAAAAAA=)被称作测量矩阵，向量![](data:image/x-wmf;base64,183GmgAAAAAAAPYEewLaCQAAAABGWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqGmRAJzlGAD/QY11YBKTdQQAAAAtAQAACAAAADIK9ACFAwEAAABtFxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBoapEAnOUYAP9BjXVgEpN1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABdAIBAAAAQxQIAAAAMgqgAUYAAQAAAHkXHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaRDmYVYBKTdUhrkQCc5RgA/0GNdWASk3UEAAAALQEAAAQAAADwAQEACAAAADIKoAE2AQEAAADOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHWRDmYVAAAKAC4AigEBAAAAAOcYAMTqi3UEAAAALQEBAAQAAADwAQAAAwAAAAAA)被称作测量向量. 我们主要的研究兴趣是高度的欠采样情形，即当 m<<N时. 如果没有更多的信息，利用y来重构x当然是不可能的，因为会有无穷多个解。但是如果我们有先验条件，即认为x是在某个域稀疏的，上述问题就会有唯一解，当然测量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdoYiZslAEmJ3WKw2ABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACGImbJAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)需要满足某些特定的条件。

一般而言，信号x本身并不是稀疏的。当把x变换到某个域![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHZCQAAAADvXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvchZiBAEmJ3CFoqABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKYAE6AAEAAABZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD3IWYgAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)上时，x才会体现出稀疏性（稀疏性是指信号中只有很少的非零元），即
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其中![](data:image/x-wmf;base64,183GmgAAAAAAAK8ENALkCQAAAABuWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A+JIyABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK9ABJAwEAAABOThwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYlTIAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABMgIBAAAAQ0sIAAAAMgqgAS4AAQAAAHN5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYjImYjQBJid7iTMgAc5BgAIkBcd0ASYncEAAAALQEAAAQAAADwAQEACAAAADIKoAH0AAEAAADOSwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHcjImYjAAAKAC4AigEBAAAAgOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)是稀疏信号。因此压缩感知问题也可以写为：
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其中![](data:image/x-wmf;base64,183GmgAAAAAAAMoB7QHZCQAAAADvXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdhgZZglAEmJ3GGlcAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKYAE0AAEAAABRIwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAYGWYJAAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)被称为感知矩阵。

通过上述压缩感知模型，我们可以看出，压缩感知主要有以下三个核心问题：

1. 信号的稀疏表示。对于一个信号x，如何找到某个正交基![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHZCQAAAADvXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvchZiBAEmJ3CFoqABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKYAE6AAEAAABZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD3IWYgAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)或者字典D，使其在![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHZCQAAAADvXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvchZiBAEmJ3CFoqABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKYAE6AAEAAABZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD3IWYgAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)或D上是最稀疏的；
2. 测量矩阵的设计。如何选择合适的测量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdoYiZslAEmJ3WKw2ABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACGImbJAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)，使得对x进行测量后得到的采样点y中包含了x的主要信息，即![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdoYiZslAEmJ3WKw2ABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACGImbJAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)在对x进行降维时，并没有破坏信号的能量；
3. 重建算法的设计。如何建立快速、稳定、精确的重建算法，使得能够从y和![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdoYiZslAEmJ3WKw2ABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACGImbJAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)中重建出x。

压缩感知三个核心问题的现状如下：

**1. 图像的稀疏表示**

近年来，稀疏模型被广泛地应用于信号和图像处理等领域。该模型通过基或字典中很少量元素的线性组合的形式来描述信号。图像的稀疏表示是压缩感知乃至图像处理领域中一个非常核心的问题，它在图像压缩、特征提取、图像检索、图像去噪和图像复原等应用中起着非常关键的作用。自傅里叶首次提出傅里叶变换以来，图像的稀疏表示方法大概经历了以下四个阶段：

1. 傅里叶变换
2. 小波变换

小波变换是继傅里叶变换之后的又一有效的图像表示方法。静态图像压缩标准 JPEG和新一代静态图像压缩标准 JPEG-2000就是该模型最典型的应用。JPEG 标准以 DCT 变换为基础，而 JPEG-2000 则以离散小波变换为基础，这是由于小波变换良好的空间/频率局部特性。DCT 变换中，图像左上角的 DCT系数较大，其余部分系数较小。因此，仅保留左上角 DCT 系数就能较好地对图像内容进行近似，有利于图像的压缩。与 DCT 系数相比，小波系数中幅值较大的系数更少，系数分布更加稀疏。对大部分类型的图像，小波变换能用更少的数据对图像进行近似，JPEG-2000 比 JPEG 获得更好的压缩性能。

1. 多尺度几何分析

多尺度几何分析方法是继小波变换之后，提出的又一类新的图像表示方法。1996 年，Bruno揭示了人类视觉特性的方向性，并提出了具有方向性的图像稀疏表示方法。在这一理论基础上，相继又出现了一些新的图像稀疏表示方法，如 Ridgelet、Curvelet、Bandelet、Contourlet等。这些方法克服了小波方向性问题，为图像的稀疏表示提供更为有效的工具。多尺度几何分析方法的提出主要是为了解决高维空间数据稀疏表示问题。传统的离散小波变换只对具有点状奇异性的图像有很好的稀疏表示，对具有高维奇异性的图像则效果不理想。而Ridgelet对具有直线状奇异的图像具有很好地稀疏表示，Curvelet对具有曲线状奇异的图像具有很好地稀疏表示。图像的多尺度几何分析理论与方法是一个前沿的研究领域，其理论和算法还处在发展之中。在国内，目前图像稀疏表示方面的研究主要集中在多尺度几何分析理论及其应用。

1. 超完备字典

超完备图像稀疏表示是近年来又一新的研究方向和热点。超完备图像稀疏表示的基本思想最早由 Mallat 提出，他采用超完备 Gabor 字典对图像进行稀疏表示，并提出了匹配追踪(Matching Pursuit, MP)算法。随后，Neff等提出了基于 Gabor 字典和匹配追踪算法的视频编码算法。由于超完备稀疏表示理论还不够成熟，算法所涉及的计算十分繁重，因此给实际研究和应用带来一定的困难。在超完备表示理论的基础上，人们通过构造超完备的冗余字典的形式，实现图像的自适应稀疏表示。由于构造的字典更加符合人眼视觉特性，超完备表示能获得更为稀疏的图像表示。2008年2月，H.Rauhut等人将CS理论从正交基空间推广到了冗余字典（即过完备字典），并证明了一个由特定类型的随机矩阵与一个确定性的字典构成的矩阵存在着很小的有限等距常量，人们可以通过一些算法从少量的随机观测值中恢复出这个字典稀疏的信号。文献还进一步用阈值算法作为恢复算法并给出了该算法保证高概率重构的条件。不过，至今对CS理论的研究还大多集中在固定的正交基空间。

目前信号在冗余字典下的稀疏表示的研究集中在两个方面：一是如何构造一个适合某一类信号的冗余字典，二是如何设计快速有效的稀疏分解算法。构造冗余字典的方法分为人工构造和训练学习两种。人工构造的字典有Wavelet 和局部Cosine 函数的级联、各向同性的Gabor字典、各向异性的Refinement-Gaussian混合字典、各向异性的Gabor感知多成分字典等。训练学习的方法主要有MOD（Method of Optimal Directions）、K-SVD（singular value decomposition）、online算法等。目前常用的稀疏分解算法大致可分为匹配追踪（Matching Pursuit）和基追踪（Basis Pursuit）两大类。但是以上所提到的字典很少有在医学图像上的应用，而且训练学习算法速度比较慢，因此，如何设计适合于医学图像的稀疏字典具有重要的意义。

**2. 测量矩阵的设计**

2006年，Candes，Romberg和Tao等人在研究高度欠定的核磁共振成像问题时，得出一个重要的结论：当测量矩阵为部分傅里叶矩阵式，![](data:image/x-wmf;base64,183GmgAAAAAAACEINALoCQAAAADsVAEACQAAA+oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeO9fAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKYAEcBgIAAAApKQkAAAAyCmAB5gIEAAAAbG9nKAgAAAAyCmAB+gABAAAAKAAIAAAAMgpgATQAAQAAAG8AHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADjuXwB84xgAIkBcd0ASYncEAAAALQEBAAQAAADwAQAACAAAADIKYAFWBQEAAABuSwgAAAAyCmABkAEBAAAASwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3/Q1mBAAACgAuAIoBAAAAAODkGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的采样数据量就能将n维空间的K稀疏信号精确重建。2007年，Candes和Romberg将部分傅里叶矩阵推广到任意正交测量矩阵并得到类似的结论。这两项工作表述了同一个问题：低维频域（或时域）信号能够精确重建高维稀疏时域（或频域）信号。但是部分傅里叶矩阵并不普适，即：当检测的信号不是时域或频域稀疏时，部分傅里叶矩阵不能减少测量数。为解决该问题，Candes和Tao等证明：独立同分布的高斯随机测量矩阵可以成为普适的压缩感知测量矩阵。然而高斯随机测量矩阵理论上虽然完美，但无论在硬件实现和重建算法构造上，该测量矩阵均无法实用。2007年，Candes等人提出了著名的等距约束理论（Restricted Isometry Principle， RIP），成为压缩感知奠基性理论。该理论指出，假定x是长度为n，稀疏度为K的信号，测量矩阵为![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdnEiZr1AEmJ3QG4uAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABxIma9AAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)，大小为![](data:image/x-wmf;base64,183GmgAAAAAAAP8DhAHkCQAAAACOXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGgAxIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AsHU0AHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKAAGYAgEAAABuABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2NCJmDEASYndQeDQAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCgABkAEBAAAAtAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A8Hg0AHzjGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgoAAToAAQAAAG1yCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdzQiZgwAAAoALgCKAQEAAADg5BgAtmFbdwQAAAAtAQEABAAAAPABAAADAAAAAAA=)。向量集合![](data:image/x-wmf;base64,183GmgAAAAAAAIIJVwLoCQAAAAAsVQEACQAAA6EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gCAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdvUiZh9AEmJ3yMaaAGTjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKfgGDAgEAAAB7eRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB29SJmH0ASYnfIx5oAZOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4B3gcBAAAAfXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ASMaaABzkGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAScHAQAAAG4AHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjHmgAc5BgAIkBcd0ASYncEAAAALQEBAAQAAADwAQAACAAAADIKgAGXBgEAAAAsAAgAAAAyCoABnwQBAAAALCIIAAAAMgqAAeUDAQAAADJ5CAAAADIKgAF/AwEAAAAsIQgAAAAyCoAB4wIBAAAAMSIIAAAAMgqAATQAAQAAAFQAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAImYfQBJid0jEmgAc5BgAIkBcd0ASYncEAAAALQEAAAQAAADwAQEACAAAADIKgAEFBQEAAABMABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB29SJmH0ASYndIxZoAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABVAEBAAAAzgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB39SJmHwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，且集合T中的元素个数小于或等于稀疏度K。矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAHsCVwLeCQAAAADjXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2H5hAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AFxAQEAAABUeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2ISJmR0ASYne4fmEAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAARnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3ISJmRwAACgAuAIoBAAAAAODkGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为测量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtYiZgtAEmJ3yGksAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGSwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADWImYLAAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)由集合T中元素所指示的列向量构成的大小为![](data:image/x-wmf;base64,183GmgAAAAAAAK8EwQLkCQAAAACbWAEACQAAAxUBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABAAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAKYCBQAAABMCJgKmAgUAAAAUAloA0gMFAAAAEwImAtIDHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAEBuXwB84xgAIkBcd0ASYncEAAAALQEBAAgAAAAyCqABtgIBAAAAVBscAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdsQiZqBAEmJ3gG9fAHzjGAAiQFx3QBJidwQAAAAtAQIABAAAAPABAQAIAAAAMgqgAZABAQAAALR5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAEBsXwB84xgAIkBcd0ASYncEAAAALQEBAAQAAADwAQIACAAAADIKoAE6AAEAAABtGwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHfEImagAAAKAC4AigECAAAA4OQYALZhW3cEAAAALQECAAQAAADwAQEAAwAAAAAA)的子矩阵。如果存在常数![](data:image/x-wmf;base64,183GmgAAAAAAAJ0GVwLoCQAAAAAzWgEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdrIiZnBAEmJ3mGiaAMTiGAAiQFx3QBJidwQAAAAtAQAACAAAADIKfgE/AwEAAAAoFxwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB2siJmcEASYnfYaJoAxOIYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BVQUBAAAAKSEcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGGeaAHzjGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAacEAQAAADEACAAAADIKgAFrBAEAAAAsAAgAAAAyCoABsQMBAAAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2GaaAHzjGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgrgAQEBAQAAAEsAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHayImZwQBJidxhmmgB84xgAIkBcd0ASYncEAAAALQEAAAQAAADwAQEACAAAADIKgAECAgEAAADOdhwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2siJmcEASYnc4ZpoAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABIgABAAAAZEsKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3siJmcAAACgAuAIoBAAAAAODkGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，使以下不等式成立：

![](data:image/x-wmf;base64,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)

我们就说![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdroiZqpAEmJ3OEpuABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGSwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC6ImaqAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)满足K阶RIP性质。如果

![](data:image/x-wmf;base64,183GmgAAAAAAAP0LewLoCQAAAAB/VwEACQAAA2EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACEZjAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKgAECCgEAAAAxABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDIR2MAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB2wcBAAAASz4IAAAAMgrgAWIHAQAAADM9CAAAADIK4AF1BAEAAABLfggAAAAyCuAB9QMBAAAAMlMIAAAAMgrgAQEBAQAAAEs8HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYxIWajQBJid4hFYwB84xgAIkBcd0ASYncEAAAALQEAAAQAAADwAQEACAAAADIKgAEACQEAAAA8PAgAAAAyCoABiAUBAAAAKz0IAAAAMgqAARQCAQAAACs8HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHYxIWajQBJid0hGYwB84xgAIkBcd0ASYncEAAAALQEBAAQAAADwAQAACAAAADIKgAGKBgEAAABkTggAAAAyCoABFgMBAAAAZD0IAAAAMgqAASIAAQAAAGSCCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdzEhZqMAAAoALgCKAQAAAADg5BgAtmFbdwQAAAAtAQAABAAAAPABAQADAAAAAAA=)

则对于所有稀疏度小于K的信号，都可以精确重建。通常，对于一个K稀疏信号x，可以从y中精确重建出x的充分条件是对于3K稀疏信号x和常数![](data:image/x-wmf;base64,183GmgAAAAAAAE0HewLoCQAAAADPWwEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAOk0dggZZntAEmJ3UFGYAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKgAGkBQIAAACjqQgAAAAyCoAB4AICAAAAo6gcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUFKYAHzjGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgqAASwFAQAAADGoCAAAADIKgAHwBAEAAAAsIwgAAAAyCoABNgQBAAAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A0E6YAHzjGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAXMBAQAAAEsjCAAAADIK4AH6AAEAAAAzABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2CBlme0ASYndQUpgAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABdAIBAAAAzqkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdggZZntAEmJ3sFCYAHzjGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgqAASIAAQAAAGRLCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdwgZZnsAAAoALgCKAQEAAADg5BgAtmFbdwQAAAAtAQEABAAAAPABAAADAAAAAAA=)有

![](data:image/x-wmf;base64,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)

成立，其中![](data:image/x-wmf;base64,183GmgAAAAAAAIIJVwLoCQAAAAAsVQEACQAAA6EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gCAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdvUiZh9AEmJ3yMaaAGTjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKfgGDAgEAAAB7eRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB29SJmH0ASYnfIx5oAZOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4B3gcBAAAAfXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ASMaaABzkGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAScHAQAAAG4AHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjHmgAc5BgAIkBcd0ASYncEAAAALQEBAAQAAADwAQAACAAAADIKgAGXBgEAAAAsAAgAAAAyCoABnwQBAAAALCIIAAAAMgqAAeUDAQAAADJ5CAAAADIKgAF/AwEAAAAsIQgAAAAyCoAB4wIBAAAAMSIIAAAAMgqAATQAAQAAAFQAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAImYfQBJid0jEmgAc5BgAIkBcd0ASYncEAAAALQEAAAQAAADwAQEACAAAADIKgAEFBQEAAABMABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB29SJmH0ASYndIxZoAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABVAEBAAAAzgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB39SJmHwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，![](data:image/x-wmf;base64,183GmgAAAAAAADwFwQLkCQAAAAAIWQEACQAAAx0BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAEgABQAAABMCJgJIAAUAAAAUAloAdAEFAAAAEwImAnQBHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECUWwAc5BgAIkBcd0ASYncEAAAALQEBAAgAAAAyCqABvgMBAAAAawAIAAAAMgqgAVgAAQAAAFQAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECTWwAc5BgAIkBcd0ASYncEAAAALQECAAQAAADwAQEACAAAADIKoAEEAwEAAAAzABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2XCNmCEASYnfgk1sAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AECAAgAAAAyCqAB5AEBAAAAo3IKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3XCNmCAAACgAuAIoBAgAAAIDlGAC2YVt3BAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)。

尽管RIP理论特性完美，然而很难用它来判断某一测量矩阵是否拥有这种特性，并且也很难用它来指导设计测量矩阵。同时RIP是测量矩阵的一个充分条件，而不是必要条件。

为了简化问题，Donoho等人指出，如果测量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdgwhZjlAEmJ3gAlmAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAMIWY5AAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)和稀疏矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHZCQAAAADvXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdpMgZutAEmJ3kMRhAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKYAE6AAEAAABZAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACTIGbrAAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)是不相干的，则感知矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAMoB7QHZCQAAAADvXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjoiZvpAEmJ3ACUrAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKYAE0AAEAAABRcgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAA6Imb6AAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)在很大概率上满足RIP性质。相关系数定义为：

![](data:image/x-wmf;base64,183GmgAAAAAAAJoSlQPsCQAAAADyTwEACQAAA3ICAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAPgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+gEAAA8QIAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKEAdIGBQAAABMCaAEDBwgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAnABAwcFAAAAEwLwAUoHBAAAAC0BAAAFAAAAFALwAVIHBQAAABMCcgCwBwUAAAAUAnIAsAcFAAAAEwJyAKgIBQAAABQCbwBuDAUAAAATAoABEQwFAAAAFAKAAREMBQAAABMCkQJuDAUAAAAUAm8A6A8FAAAAEwKAAUUQBQAAABQCgAFFEAUAAAATApEC6A8FAAAAFAJPANsLBQAAABMCsQLbCwUAAAAUAk8AcxAFAAAAEwKxAnMQHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAiCbgB84xgAIkBcd0ASYncEAAAALQECAAgAAAAyCkACXw8BAAAAankIAAAAMgpAAjYNAQAAAGlLCAAAADIKxgJMCwEAAABuAAgAAAAyCsYCdAoBAAAAankIAAAAMgrGAroJAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHaIEWYjQBJid6iCbgB84xgAIkBcd0ASYncEAAAALQEDAAQAAADwAQIACAAAADIK4AH1DQEAAAB5AAgAAAAyCuABcAwBAAAAZgAIAAAAMgrgAUAAAQAAAG1LHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAGiBbgB84xgAIkBcd0ASYncEAAAALQECAAQAAADwAQMACAAAADIK4AGhDQEAAAAsIwkAAAAyCuABCAkDAAAAbWF4AAgAAAAyCuAByAcBAAAAbmEIAAAAMgrgAcAEAQAAAClLCAAAADIK4AHsAgEAAAAsYQgAAAAyCuABPAEBAAAAKGEcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqIJuAHzjGAAiQFx3QBJidwQAAAAtAQMABAAAAPABAgAIAAAAMgrGAgkKAQAAACwACAAAADIKxgLUCAEAAAAxABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2iBFmI0ASYnfIg24AfOMYACJAXHdAEmJ3BAAAAC0BAgAEAAAA8AEDAAgAAAAyCsYCxAoBAAAAoyMIAAAAMgrGAjkJAQAAAKNyHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaIEWYjQBJid4iCbgB84xgAIkBcd0ASYncEAAAALQEDAAQAAADwAQIACAAAADIK4AGYBQEAAAA9YQgAAAAyCuABfAMBAAAAWXIIAAAAMgrgAcABAQAAAEYACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad4gRZiMAAAoALgCKAQIAAADg5BgAtmFbdwQAAAAtAQIABAAAAPABAwADAAAAAAA=)

不相关是指向量![](data:image/x-wmf;base64,183GmgAAAAAAAMECVwLgCQAAAABnXgEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdu0YZvBAEmJ3CEpjAMTiGAAiQFx3QBJidwQAAAAtAQAACAAAADIKfgElAAEAAAB7SxwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB27Rhm8EASYnfISWMAxOIYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BtgEBAAAAfSIcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACEtjAHzjGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAVcBAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHbtGGbwQBJid8hJYwB84xgAIkBcd0ASYncEAAAALQEBAAQAAADwAQAACAAAADIKgAGRAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHftGGbwAAAKAC4AigEAAAAA4OQYALZhW3cEAAAALQEAAAQAAADwAQEAAwAAAAAA)不能用![](data:image/x-wmf;base64,183GmgAAAAAAAAgDVwLgCQAAAACuXwEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdtkiZg5AEmJ3iB9rAMTiGAAiQFx3QBJidwQAAAAtAQAACAAAADIKfgElAAEAAAB7IhwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB22SJmDkASYndoHmsAxOIYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BDAIBAAAAfYIcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyB5rAHzjGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAa0BAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHbZImYOQBJid4gfawB84xgAIkBcd0ASYncEAAAALQEBAAQAAADwAQAACAAAADIKgAFzAAEAAAB5AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHfZImYOAAAKAC4AigEAAAAA4OQYALZhW3cEAAAALQEAAAQAAADwAQEAAwAAAAAA)稀疏表示，如果![](data:image/x-wmf;base64,183GmgAAAAAAANIEEQLkCQAAAAA2WAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7L///8gBAAAkgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqsiZuZAEmJ3EFRbABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKgAHgAgEAAABZcggAAAAyCoABNAABAAAARhocAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAOk0dqsiZuZAEmJ30FVbABzkGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAWABAgAAALrNCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad6siZuYAAAoALgCKAQAAAACA5RgAtmFbdwQAAAAtAQAABAAAAPABAQADAAAAAAA=)含有相关的列，则相关系数越大，反之越小，相关系数的范围为

![](data:image/x-wmf;base64,183GmgAAAAAAANkLngLoCQAAAAC+VwEACQAAA6UBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAChIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+ACgAAFgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJoAUAIBQAAABMCTAFxCAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlQBcQgFAAAAEwLWAbgIBAAAAC0BAAAFAAAAFALWAcAIBQAAABMCUgAeCQUAAAAUAlIAHgkFAAAAEwJSAAoKHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuACBkZwB84xgAIkBcd0ASYncEAAAALQECAAgAAAAyCsABHAoBAAAAXQAIAAAAMgrAAaIHAQAAACxLCAAAADIKwAEGBwEAAAAxAAgAAAAyCsABpgYBAAAAWyMIAAAAMgrAAcAEAQAAAClLCAAAADIKwAHsAgEAAAAsAAgAAAAyCsABPAEBAAAAKCMcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIGJnAHzjGAAiQFx3QBJidwQAAAAtAQMABAAAAPABAgAIAAAAMgrAATYJAQAAAG52HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbLI2ZSQBJid2BiZwB84xgAIkBcd0ASYncEAAAALQECAAQAAADwAQMACAAAADIKwAGYBQEAAAA9SwgAAAAyCsABfAMBAAAAWUsIAAAAMgrAAcABAQAAAEYAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHbLI2ZSQBJid+BiZwB84xgAIkBcd0ASYncEAAAALQEDAAQAAADwAQIACAAAADIKwAFAAAEAAABtAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHfLI2ZSAAAKAC4AigECAAAA4OQYALZhW3cEAAAALQECAAQAAADwAQMAAwAAAAAA)

相关系数越小，测量样本包含原始信号的信息越多，准确重构的概率越大。

Donoho在文献中给出了压缩感知概念的同时，定性和定量地给出了测量矩阵要满足的三个特征：

1. 由测量矩阵的列向量组成的子矩阵的最小奇异值必须大于一定的常数，也即：测量矩阵的列向量满足一定的线性独立性；
2. 测量矩阵的列向量体现某种类似噪声的独立随机性；
3. 满足稀疏度的阶是满足1范数最小的向量。

这三点性质对矩阵的构造起着重要的作用。

测量矩阵的硬件实现是将压缩感知推向实用的必备条件。在RIP理论的指导下，莱斯大学研制出单相素机。随后，有多种硬件实现相继报道，例如，麻省理工学院研制的MRI RF脉冲设备、编码孔径相机、伊利诺伊州立大学研制的DNA微阵列传感器。中科院研制的压缩感知滤波器和混沌器等。这些测量矩阵的硬件实现将压缩感知向实用化推进了一大步。综上所述，选择测量矩阵时应满足以下条件：

1. 相同稀疏度K时，采集数m越小越好；
2. 便于硬件实现和优化算法实现；
3. 普适，即对大多数稀疏或可压缩信号都适用。

根据以上测量矩阵的性质和条件，一些测量矩阵相继被提出来。这些测量矩阵可以被分为以下三个大类。

1. 高斯随机矩阵、贝努利随机矩阵、亚高斯随机矩阵、非常稀疏投影矩阵等。这些测量矩阵的共同点是，矩阵元素独立地服从某一分布。这类矩阵的优点是与绝大多数稀疏信号不想关，精确重建需要的测量次数较小。但是这类测量矩阵需要较大的存储空间和较高的计算复杂度。
2. 部分傅里叶矩阵、部分哈达玛矩阵和非相关测量矩阵。这类矩阵式在一个正交方阵中随机抽取m行，在对每一列进行归一化处理而得到。其中部分傅里叶矩阵运用了快速傅里叶变换计算速度快的优点，但是这种测量矩阵仅与在时域或频域稀疏的信号不相关。如MR图像等。哈达玛矩阵大小n必须满足![](data:image/x-wmf;base64,183GmgAAAAAAAHALewLoCQAAAADyVwEACQAAA4UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQAjZj5AEmJ3GMo0AHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKoAG/CAEAAABMABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgB4yDQAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABWQgBAAAALHYIAAAAMgqgAZ8HAQAAADJLCAAAADIKoAE5BwEAAAAsGAgAAAAyCqABnQYBAAAAMQAIAAAAMgqgAesDAQAAACx2CAAAADIKoAGAAgEAAAAySxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2kyNmPkASYnc4yTQAfOMYACJAXHdAEmJ3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABmwUBAAAAPUsIAAAAMgqgAVQBAQAAAD1LHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjKNAB84xgAIkBcd0ASYncEAAAALQEBAAQAAADwAQAACAAAADIKoAF7BAEAAABrSwgAAAAyCqABOgABAAAAbkscAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AOMk0AHzjGAAiQFx3QBJidwQAAAAtAQAABAAAAPABAQAIAAAAMgr0AE8DAQAAAGtLCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad5MjZj4AAAoALgCKAQEAAADg5BgAtmFbdwQAAAAtAQEABAAAAPABAAADAAAAAAA=)的条件，这个极大的限制了哈达玛矩阵的应用。
3. 托普利兹（Toeplitz）矩阵、循环（Circulant）矩阵、二进制稀疏（Binary Sparse）矩阵、Crips测量矩阵、随机卷积形成的感知矩阵等。这类测量矩阵部分是根据某一特定信号而应用的矩阵，如Chirps感知矩阵是由chirp序列来构成感知矩阵的列向量。

以上测量矩阵虽然存在着一定的优势，但有一个共同点，它们大部分都是随机测量矩阵。随机矩阵至少有以下两点不足：一是在仿真实验中存在不确定性。二是随机矩阵在硬件电路中难以实现。所以，确定性测量矩阵成为测量矩阵新的研究方向和研究热点。如针对医学图像，如何设计适合医学图像的确定性测量矩阵便是一个很有挑战性的问题

**3. 重建算法的建立**

信号重建的实质就是利用m维信号y和测量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdiQnZoVAEmJ3AD82ABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAkJ2aFAAAKAC4AigH/////gOUYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)采用一定的算法重建出n维信号x的过程，其中m<<n。已知信号x具有稀疏性，则满足![](data:image/x-wmf;base64,183GmgAAAAAAABkFEQLkCQAAAAD9WQEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgBBIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGHxfAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAG+AwEAAAB4KQgAAAAyCkABXgABAAAAeXYcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdnMoZvtAEmJ32HxfAHzjGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgpAAZICAQAAAEZ5CAAAADIKQAFsAQEAAAA9fgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHdzKGb7AAAKAC4AigEAAAAA4OQYALZhW3cEAAAALQEAAAQAAADwAQEAAwAAAAAA)中的最稀疏的解就是所求的解。自然地，我们可以得到下面的模型：

![](data:image/x-wmf;base64,183GmgAAAAAAAIMFwQLkCQAAAAC3WQEACQAAAyoBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABAAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAOgCBQAAABMCJgLoAgUAAAAUAloAsgIFAAAAEwImArICBQAAABQCWgAYBAUAAAATAiYCGAQFAAAAFAJaAOIDBQAAABMCJgLiAxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDAZmoAHOQYACJAXHdAEmJ3BAAAAC0BAQAIAAAAMgo4Aj0EAQAAADCCHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAGBnagAc5BgAIkBcd0ASYncEAAAALQECAAQAAADwAQEACQAAADIKoAE6AAMAAABtaW5lHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKBoagAc5BgAIkBcd0ASYncEAAAALQEBAAQAAADwAQIACAAAADIKoAEaAwEAAAB4UwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHcyJWYbAAAKAC4AigECAAAAgOUYALZhW3cEAAAALQECAAQAAADwAQEAAwAAAAAA) s.t. ![](data:image/x-wmf;base64,183GmgAAAAAAABkFEQLkCQAAAAD9WQEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgBBIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A+H80AHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAG+AwEAAAB4KAgAAAAyCkABXgABAAAAeQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqsiZu9AEmJ3eIA0AHzjGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgpAAZICAQAAAEYoCAAAADIKQAFsAQEAAAA9ggoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHerImbvAAAKAC4AigEAAAAA4OQYALZhW3cEAAAALQEAAAQAAADwAQEAAwAAAAAA)

我们称这个问题为![](data:image/x-wmf;base64,183GmgAAAAAAAGABewLeCQAAAADUXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ASC9wAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGbAAEAAAAwSxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDILnAAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbCgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3biNmXgAACgAuAIoBAAAAAODkGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)问题。但是这个问题是个NP-hard问题，无法通过直接进行求解。所以为了求解这个问题，我们有以下几种方法：

1. 贪婪算法

这类算法速度快，但精度低且需要的测量次数多，是工程中常用的重建算法。最早的有匹配追踪（MP）算法和正交匹配追踪（OMP）算法，Needell等在OMP算法基础上提出正则正交匹配追踪（ROMP）算法和压缩感知匹配追踪（CoSaMP）算法。Donoho提出了阶段匹配追踪（StOMP）算法，Dai提出的基追踪（SP），Thong根据稀疏度K未知提出自适应匹配追踪（SAMP）算法，刘亚新提出正则化自适应匹配追踪（RAMP）算法。

以上这些算法的共同思想是：避开直接求解压缩感知在医学图像重建中的应用![](data:image/x-wmf;base64,183GmgAAAAAAAGABewLeCQAAAADUXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ASC9wAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGbAAEAAAAwSxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDILnAAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbCgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3biNmXgAACgAuAIoBAAAAAODkGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)这个NP-hard问题，根据信号稀疏性这个先验条件，利用观测向量与测量矩阵列向量的相关度大小，从测量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAMoBpwHYCQAAAACkXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdhoiZslAEmJ3WAFnAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAE0AAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAaImbJAAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)中选择与信号最匹配的列向量来构建稀疏逼近，并求出信号残差，然后继续选择与信号残差最为匹配的列向量，经过一定次数的迭代，信号可以有一些列向量线性表示。在这个过程中，测量矩阵的非相关性是这些重建算法的前提保证，并且测量矩阵的非线性相关性越强，则迭代的次数越少，重建时间越短。

b.![](data:image/x-wmf;base64,183GmgAAAAAAAD0BVwLcCQAAAACnXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQIxpABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGGAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDAjGkAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbHIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3NShmQwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)范数方法

由于无法直接求解![](data:image/x-wmf;base64,183GmgAAAAAAAGABewLeCQAAAADUXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ASC9wAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGbAAEAAAAwSxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDILnAAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbCgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3biNmXgAACgAuAIoBAAAAAODkGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)问题，可以将其转化为![](data:image/x-wmf;base64,183GmgAAAAAAAD0BVwLcCQAAAACnXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQIxpABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGGAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDAjGkAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbHIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3NShmQwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)问题来近似求解。![](data:image/x-wmf;base64,183GmgAAAAAAAD0BVwLcCQAAAACnXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQIxpABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGGAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDAjGkAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbHIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3NShmQwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)问题如下：

![](data:image/x-wmf;base64,183GmgAAAAAAADwFwQLkCQAAAAAIWQEACQAAAyoBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAOgCBQAAABMCJgLoAgUAAAAUAloAsgIFAAAAEwImArICBQAAABQCWgAYBAUAAAATAiYCGAQFAAAAFAJaAOIDBQAAABMCJgLiAxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCgATUAHOQYACJAXHdAEmJ3BAAAAC0BAQAIAAAAMgo4AigEAQAAADFpHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMABNQAc5BgAIkBcd0ASYncEAAAALQECAAQAAADwAQEACQAAADIKoAE6AAMAAABtaW5THAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKACNQAc5BgAIkBcd0ASYncEAAAALQEBAAQAAADwAQIACAAAADIKoAEaAwEAAAB4aQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHcTE2YDAAAKAC4AigECAAAAgOUYALZhW3cEAAAALQECAAQAAADwAQEAAwAAAAAA) s.t. ![](data:image/x-wmf;base64,183GmgAAAAAAABkFEQLkCQAAAAD9WQEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgBBIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A+H80AHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKQAG+AwEAAAB4KAgAAAAyCkABXgABAAAAeQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqsiZu9AEmJ3eIA0AHzjGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAAAIAAAAMgpAAZICAQAAAEYoCAAAADIKQAFsAQEAAAA9ggoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHerImbvAAAKAC4AigEAAAAA4OQYALZhW3cEAAAALQEAAAQAAADwAQEAAwAAAAAA)

Candes等证明如果测量矩阵满足RIP性质，那么![](data:image/x-wmf;base64,183GmgAAAAAAAD0BVwLcCQAAAACnXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQIxpABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGGAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDAjGkAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbHIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3NShmQwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)问题的解就是![](data:image/x-wmf;base64,183GmgAAAAAAAGABewLeCQAAAADUXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ASHhiABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGbAAEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDIemIAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3hSVmZAAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的解。![](data:image/x-wmf;base64,183GmgAAAAAAAD0BVwLcCQAAAACnXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQIxpABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGGAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDAjGkAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbHIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3NShmQwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)问题在数学上是一个凸最优问题，可以转化为线性规划（LP）问题加以求解，这种求解方法也成为基追踪方法（BP）。在一定的重建误差范围内，![](data:image/x-wmf;base64,183GmgAAAAAAAD0BVwLcCQAAAACnXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQIxpABzkGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGGAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDAjGkAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbHIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3NShmQwAACgAuAIoBAAAAAIDlGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)问题可以转化为：

![](data:image/x-wmf;base64,183GmgAAAAAAADwFwQLkCQAAAAAIWQEACQAAAyoBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAOgCBQAAABMCJgLoAgUAAAAUAloAsgIFAAAAEwImArICBQAAABQCWgAYBAUAAAATAiYCGAQFAAAAFAJaAOIDBQAAABMCJgLiAxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCgATUAHOQYACJAXHdAEmJ3BAAAAC0BAQAIAAAAMgo4AigEAQAAADFpHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMABNQAc5BgAIkBcd0ASYncEAAAALQECAAQAAADwAQEACQAAADIKoAE6AAMAAABtaW5THAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKACNQAc5BgAIkBcd0ASYncEAAAALQEBAAQAAADwAQIACAAAADIKoAEaAwEAAAB4aQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHcTE2YDAAAKAC4AigECAAAAgOUYALZhW3cEAAAALQECAAQAAADwAQEAAwAAAAAA) s.t. ![](data:image/x-wmf;base64,183GmgAAAAAAAK4IwQLoCQAAAACWVAEACQAAA5EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBwAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgCQBAUAAAATAiYCkAQFAAAAFAJaAFoEBQAAABMCJgJaBBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB20iVm60ASYndIUjYAHOQYACJAXHdAEmJ3BAAAAC0BAQAIAAAAMgqgAbwGAQAAAGUAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbSJWbrQBJid8hPNgAc5BgAIkBcd0ASYncEAAAALQECAAQAAADwAQEACAAAADIKoAGiBQEAAACjAAgAAAAyCqABZgIBAAAARoIcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6E82ABzkGAAiQFx3QBJidwQAAAAtAQEABAAAAPABAgAIAAAAMgo4ArkEAQAAADJLHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAIhRNgAc5BgAIkBcd0ASYncEAAAALQECAAQAAADwAQEACAAAADIKoAGyAQEAAAAtdhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAIUTYAHOQYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AECAAgAAAAyCqABkgMBAAAAeAAIAAAAMgqgAcIAAQAAAHkACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad9IlZusAAAoALgCKAQIAAACA5RgAtmFbdwQAAAAtAQIABAAAAPABAQADAAAAAAA=)

而上述问题可以利用二阶圆锥规划、内点法、梯度投影法（GPSR）、同伦算法、梯度法、Bregman迭代算法、交替方向法（AMD）、软/硬迭代阈值法（SIT/HIT）等求解。这类算法重建精度高，需要测量次数少，但速度慢且算法复杂度高。

c.最小全变分方法
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而上式的求解可以转换为二阶锥规划问题。
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在这个模型的驱动下，产生了大量的算法，如迭代收缩阈值法（ISTA），快速ISTA（FISTA）等。又如，在动态MR成像过程中，目前最前沿的模型是将1范数和核范数（即矩阵奇异值的和）结合起来：
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这个模型可以很好地刻画动态MR成像过程，有很大的应用空间。

d.组合算法

这类算法是针对具有高度结构化的信号的，其应用范围远远不如其他方法。主要的算法有HHS追踪、次线性傅里叶变换等。

**二、压缩感知在医学图像重建中的应用**

**1**.部分并行MRI 图像重建的加速技术

虽然CS 理论在MRI 成像领域已经取得了诸多进展，但是其图像重建速度一直较慢，目前MR重建的一个非常好的模型是基于全变换和*l*1 范数约束条件的如下问题：
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针对于MR图像的其他算法有q拟范数（0<q<1）最优化方法（Ye 2007；Chartrand 2007 2009）。虽然这种方法取得了一定的效果，提高了压缩比率，但由于q范数的非凸性，这种方法并不能总是得到全局最优解，并且算法的速度相对较慢。Trzasko在2009年给出了一种同伦非凸0范数的算法来重构MR图像。算法的速度较q范数有了很大的提高，但依然较慢。重构一张256\*256的图像，需要1-3分钟。最近出现了两种快速算法来解决问题（1）。Ma等人在2008年提出了一种算子分裂算法（operator-splitting algorithm）TVCMRI来解决MR图像的重构问题，Yang等人在2009年体重了一种变量分裂算法（variable splitting method ）来对MR图像进行重构。这两种方法大大降低了计算的复杂度，提高了算法的速度。重构一张256\*256的图像，最多需要10秒钟。

模型（1）可以看成是由保真项和正则项构成的一般凸优化问题的特例。解决这种一般的凸优化问题有两类方法，一种是算子分裂算法，一种是变量分裂算法。算子分裂算法搜索一个x，使得相应的最大单调算子的总和等于0.最常用的算子分裂算法有ISTA（Iterative Shrinkage-Thresholding）和FISTA（Fast ISTA）。这两种算法被成功地应用于信号处理和多任务学习中。变量分裂算法，是基于在一个增强的拉格朗日框架下，交替方向方法（AMD）的联合。两种变量分裂算法，MSA（Multiple Splitting Algorithm）和FaMSA（Fast MSA）最近被用来求模型（1），所有的凸函数都被假设为是光滑的。但是上述所有算法都没与可证明的收敛复杂度。并且，除了ISA/FISA（Beck Teboulle 2009）和MSA/FaMSA（Goldfarb

Ma 2009），其他的算法不能提供迭代复杂度的边界。ISA和MSA都是一阶方法，复杂度为O（1/![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHaCQAAAAAvXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAduEaZs9AEmJ3CDUqAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIKAAEoAAEAAABlAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADhGmbPAAAKAC4AigH/////4OQYALZhW3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)）,FISA和FaMSA的复杂度为O（1/![](data:image/x-wmf;base64,183GmgAAAAAAAJ4CewLgCQAAAAAUXgEACQAAA+EAAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7b///8gAgAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJoAUgABQAAABMCTAF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlQBeQAFAAAAEwLWAcAABAAAAC0BAAAFAAAAFALWAcgABQAAABMCUgAmAQUAAAAUAlIAJgEFAAAAEwJSABgCHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHZQIWajQBJidwjzXQB84xgAIkBcd0ASYncEAAAALQECAAgAAAAyCsABLAEBAAAAZQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAUCFmowAACgAuAIoB/////+DkGAC2YVt3BAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)）.但是ISA和FISA是用来解决简单的正规化问题，对于复合正规化模型（1），这两种方法并不适用。而MSA和FaMSA假定所有的凸函数都是光滑的，所以在使用之前，我们必须先把不光滑的函数光滑化，这在实际应用中会造成很多麻烦。Huang等人在2011利用以上算法的思想，提出了一种新的算法Composite Splitting Algorithm（CSA）。该算法将算子分裂算法和变量分裂算法结合，在算法速度和精度上取得了很好地效果。

综上所述，基于压缩感知模型（1）的MR图像重建算法普遍存在复杂度高，速度慢，精度低的特点，因此如何提高算法的速度与精度是目前亟待解决的问题。

2.加速动态核磁共振成像（dynamic MRI）

2011 年，Lingala 等提出了一种根据欠采样的*k*-*t* 空间数据来重建动态核磁共振图像的新方法，该方法利用了稀疏性和低阶结构。与基于电影核磁共振成像（cine MRI）的传统方法不同，这种新方法在KL 变换域中用紧凑表示（compact representation）来处理数据，从而能够利用数据集内部的相关性。KL 变换使该方法可用于多种动态成像问题。即使成像对象的运动是非周期性的，该方法也能获得良好的重建结果。

通过同时确定全部测量数据的时间基函数和空间权重，本方法可以在一系列的加速中得到高质量的重建结果。利用体素的时域剖面线之间的相关性，这种方法可以加速动态核磁共振成像，将对基和信号的估计转化为一个低阶矩阵的恢复问题，从而获得对时间基函数更准确的估计，得到更高质量的重建结果。

3.医学超声图像中的应用

压缩感知在超声图像中的应用是最新的研究领域，将会很大地改变超声扫描器的发展和设计。压缩感知理论在超声图像中的应用是可行的，有很多很好的应用结果，如CFM/B模型和多普勒的三缸采集、3D成像等，但是这些还远远没有达到其应有的技术应用水平，还有很大的应用空间。

压缩感知最核心的问题之一是图像在某一个正交基或字典下是稀疏的或是可压缩的。对于超声图像而言，超声回波器数据可以被视为图像形成管道的各个阶段的数据。在传统结构中，每个传感器原件所接受到的原始射频信号形成了波束射频信号。施加在后者的检测产生了包络检测图像，而最后得到了相当于B模式的对数包络图像（可能在差值之后）。所以，目前研究的主要特点是图像被重建的类型和超声图像的稀疏表示。另一个重要的特点是对应模型的算法（如贝叶斯模型，确定性基追踪，匹配追踪等）。

对于超声图像而言，主要有以下几种稀疏域的模型：

1. 稀疏扩散映射（Sparse Diffusion Map）；
2. 稀疏原始射频（Sparse RF）；
3. RF图像傅里叶变换的稀疏假设；
4. 多普勒成像。

综上所述，压缩感知应用在超声图像中，最关键的问题有以下几个：

1. 稀疏基或稀疏字典的设计；
2. 与稀疏基或稀疏字典不相关的测量矩阵；
3. 专用的获取图像的材料；
4. 快速鲁棒的重构算法。

特别地，我们也必须保持超声成像实时的特点，这个也是超声图像最大的优点。

4.快速三维MRI 图像重建

Montefusco 等提出了一种基于CS 理论的快速三维MRI 重建方法，该方法可以用较少的频率采样数据得到高分辨率体重建图像。现有三维MRI 重建主要是利用了图像序列的时空相关性，在重建中使用适当的约束条件来获得重建结果。而Montefusco 等提出的新方法利用了体积图像的梯度稀疏性，从而能够把几种现有方法结合起来，并据此将图像重建问题转化为有约束的三维最小化问题。通过利用基于前向后向算子分裂的惩罚逼近算法，可以确保迭代求解过程的收敛性。考虑到测量数据中包含一系列傅立叶域二维数据，该方法构建了一个二维-三维混合约束的最小化问题，其近似解由求解一系列三维全变换（TV）正则化子问题得到。具体的迭代过程包含两步：① 更新过程，这一过程要求更新结果与测得数据的连续性相一致；② 时域三维滤波，这一步利用了图像序列的时空相关性。由此得到的NFCS-3D 算法适用于多种医学图像重建问题，即使在高度欠采样条件下，也可以快速稳定地得到良好的重建结果。

5.核磁共振（MRI）血管造影成像

Çukur 等将CS 理论应用于核磁共振血管造影成像，同时利用信号补偿方法，从而有效地降低了图像重建中的噪声水平。众所周知，CS 理论的应用主要满足下述三个条件：

① 信号具有可压缩性;

② 由欠采样造成的伪影在变换域中具有非相干性;

③ 重建结果与采样数据具有良好的一致性。

而血管造影的信号具有很高的可压缩性，能够很好地满足① ；在相位编码平面使用可变密度随机欠采样方法，可以满足② ；通过Çukur 等采用的无约束非线性优化，可以满足③:
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其中，第一项表示重建结果与补偿后的k空间数据之间的差别，称数据一直项；W代表权重,![](data:image/x-wmf;base64,183GmgAAAAAAAE4DewLRCQAAAAD1XwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiGpbAPzlGAD/QY11YBKTdQQAAAAtAQAACAAAADIKgAGfAQEAAABtIggAAAAyCoABRgABAAAARgAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AKGhbAPzlGAD/QY11YBKTdQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAREBAQAAAHV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdVUSZg8AAAoALgCKAQAAAABg5xgAxOqLdQQAAAAtAQAABAAAAPABAQADAAAAAAA=)表示重建结果；HY表示补偿后的k空间数据。后两项为正规化项，m代表图像。由于重建仅在相位编码维度进行，所以![](data:image/x-wmf;base64,183GmgAAAAAAABECewLPCQAAAAC0XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AaGRpAEzlGAD/QY11YBKTdQQAAAAtAQAACAAAADIK4AERAQEAAAB1eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAIZWkATOUYAP9BjXVgEpN1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAARnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB1ZR5mYgAACgAuAIoBAAAAALDmGADE6ot1BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示局部傅里叶变换。上式可以给出变换矩阵系数的最大似然估计，满足一致性约束条件。当感兴趣区域（Region of Interest，ROI）具有比背景组织更高的空间频率时，该方法能够显著提高图像对比度。

**6**.基于统计和CS 理论的内部CT

最近几年，内部CT 成像成为CT 研究的新热点，从2007 年开始，Wang 等人陆续发现当ROI 完全位于物体内部时，如果能够满足下面任一条件，就可以实现ROI 的精确重建：① 在ROI 内部有一小区域，其CT 图像已知；② ROI 区域内的图像为分段常数或其分段有限阶导数为常数。现有的内部CT 重建主要分为基于POCS 迭代和基于TV 约束的两类方法，而Xu 等提出了同时基于噪声统计模型和TV 约束的内部CT 重建方法，充分考虑了局部投影数据的噪声统计特性，将核医学成像经常使用的统计方法和CS 约束结合到一起，用于内部CT 图像重建，然后利用交替最小化方法实现最终的最优化处理。该方法可以显著提升低剂量条件下的内部CT 图像重建质量。

7.扩散光层析图像重建技术

扩散光层析技术（Diffuse Optical Tomography，DOT）是新近兴起的一种生物医学无损成像方法，可用于体内组织和血氧水平的实时成像探测，具有灵敏度高、计算量小的特点。但由于光在传播过程中具有很强的扩散性，DOT 重建需要求解的问题通常是病态和高度非线性的。由于非线性迭代方法的计算量很大，Lee 等提出了一种计算量较小的非迭代精确重建方法，将该成像问题转化为联合稀疏恢复问题，利用一般MUSIC 规范和CS 理论，求得![](data:image/x-wmf;base64,183GmgAAAAAAAGABewLeCQAAAADUXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ASC9wAHzjGAAiQFx3QBJidwQAAAAtAQAACAAAADIK4AGbAAEAAAAwSxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDILnAAfOMYACJAXHdAEmJ3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAbCgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3biNmXgAACgAuAIoBAAAAAODkGAC2YVt3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)范数最优解。

该算法有三大优点：① 与线性方法相似，该算法的非迭代特性使计算过程无需求解数值扩散方程，从而显著减少了计算时间；② 消除了高对比度光学不均匀性引起的波恩近似误差，这种误差在线性方法中非常常见；③ 与传统方法相比，稀疏约束使重建问题的病态程度降低。此外，现有线性方法常假设背景扰动很小，而本方法没有使用这个假设，因此也就不受限于线性方法的限制条件。另外，利用CS 理论进行光层析重建还可以利用混合1、2 范数的惩罚条件，通过适当的稀疏正则化，将结构性先验知识引入DOT 重建过程，将问题转化为凸最优化问题求解，加快迭代算法的收敛速度.

**8**.稀疏脑神经网络重建

偏相关是一种对脑神经网络的连通性测量，但在测得数据数量n 较小，协方差数量p较大的条件（the small-*n* large-*p* situation）下，很难得到对偏相关的准确估计。稀疏约束的引入可以简化问题的求解过程，Lee 等提出了一种新方法，利用含有*l*1 范数惩罚项的稀疏线性回归，即最小绝对值收缩与选择方法（least absolute shrinkage and selection operator，LASSO），来估计稀疏脑部连通性。根据CS 理论，即便测量数据很少并含有噪声，也可以通过LASSO 获得精确稀疏重建。

综上所述，医学图像的压缩感知问题主要有以下几个趋势：

1、建立适合医学图像的稀疏字典。目前的压缩感知理论主要针对于图像在某一正交基下稀疏而展开的，如何建立医学图像的稀疏字典，并将压缩感知理论推广到冗余字典，是目前所要解决的最主要的问题。

2、构建适合于医学图像特点的确定性测量矩阵，在消除测量矩阵的随机性的同时，保证最低阶的测量次数。

3、降低算法的复杂性，提高其执行速度。这是目前压缩感知理论在实际应用中的最大瓶颈。因为医学数字图像的数据量一般很大，算法越复杂，提取的特征就越多，计算量也就越大，对计算机的硬件要求也就越高，在实际应用中就必然会受到一定的限制。

4、提高重构算法的精度。由于医学图像本身的复杂性，在实际应用中，重构算法的精度并不是很高，重构图像的信噪比不是很理想。因此，如何提高算法的精度是目前很重要的目标。

5、提高算法的鲁棒性。由于医学图像的噪声很大，尤其是B超图像本身的乘性斑点噪声，对压缩测量和重构算法的影响很大。如何提高算法对噪声的抑制，提高算法对噪声的鲁棒性，是目前所要解决的问题。

1. **磁共振指纹的研究现状**

磁共振指纹 (magnetic resonance fingerprinting, MRF) 是一种新的数据获取、后处 理以及可视化的框架。与传统 qMRI 一次只能测量一个参数不同，MRF 可以同时快速 的量化多个组织参数，比如 T1，T2，质子密度等，并且提高整个实验的信噪比和扫描效 率。MRF 主要由三个部分组成，分别为信号获取、预定义字典的生成和模式识别重建 参数图。具体来说，首先针对特定的问题，选择一个合适的 MR 序列进行信号采集。然 后利用 MR 成像的数学模型，生成一个信号演化的字典，字典中的每一个原子模拟了 不同参数的组织在该 MR 序列下的信号演化，即包含着组织的参数信息。最后，使用模 式识别算法将采集的信号与字典进行匹配，选择字典中最配的原子，其包含的参数信息 即为该体素的参数。

首先我们应该选取对所需参数敏感的 MR 序列对信号进行采样，并且序列的参数， 如偏转角(flip angle)，重复时间(repetition time, TR)需要随着时间随机变动，使得 组织在 MR 序列中产生指纹状的信号演化。其次，字典中包含着不同参数的组织在该 MR 序列中的模拟演化。最后，模式识别算法用来比较每个像素指纹和字典中原子的匹 配度，重建参数图。

1. 信号获取

信号获取是 MRF 的第一步，我们首先需要根据具体问题，选择合适的 MR 序列进 行信号采集。MR 序列的选取需要满足以下三个 方面。第一，选取的 MR 序列需要对我们所研究的参数敏感，如 T1，T2 等。第二，在 数据采集过程中，采集参数如偏转角，重复时间等需要连续随机变化。第三，每隔 TR 时刻，使用伪随机下采样进行信号采集。这样做的目的是使不同参数的组织可以产生独特的信号演化，我们 称之为指纹，即每个指纹中包含着不同组织的参数信息，以便在后面进行参数图重建。 由于高度的下采样，图像中存在着感强烈的伪影。MRF 重建的目标即是从指纹图像中重建出参数图。

目前常用的 MRF 序列主要有两种。Ma等在MRF 的第一篇文章中使用了平衡稳 态自由进动序列(balanced steady state free precession, bSSFP)，因为目前对 bSSFP 序列的研究最充分。bSSFP 对 T1，T2 和 B0 敏感，并且具有高信噪比、高扫描效率的性质。对于 MRF 来说，bSSFP 是一个适合的序列。另一种常用的序列为 FISP 序列，或者称为非平衡稳态自由进动序列(unbalanced steady state free precession, uSSFP)。 这个序列的特点是在每个 TR 结束之前，加上了一个非平衡的梯度场。Jiang等首先将 uSSFP 序列应用到了 MRF 上 uSSFP 序列有助于消除带状伪影，但是其只对 T1 和 T2 敏感，对 B0 不敏感，因此不能获得 B0 的参数图。

2. 字典生成

MRF 字典中包含了不同参数的组织在 MR 序列中的模拟信号演化，字典中的每一 个原子都包含着一组组织参数。因此，MRF 的精度取决于生成字典所用的模型的精度 和字典的大小。如果字典过小，则会导致重建参数图结果不精确;如果字典过大，生成 字典和之后的匹配算法所需的时间就会增多。因此，需要在字典大小和重建速度之间寻 找平衡。一般来说，对于一个给定的 MRF 序列来说，字典只需要生成一次，并且在之后 的应用中保持不变。需要指出的是，MRF 的字典和字典学习中的字典是不同的。MRF 中字典的原子是组织的时间演化曲线，字典学习中字典的原子是基于图像块的特征。

目前生成字典主要有两种数学模型。Ma使用了简单的 Bloch 方程来模拟 bSSFP 序列中射频场和时序对于单一等色子(isochromat)的影响。模型假设指纹中的 每个体素都由单一等色子构成。Bloch 方程也可以应用在 uSSFP 中，但是会消耗更多 的时间。这是因为在 uSSFP 中，由于非平衡梯度场的存在，指纹中的每个体素都是多 个等色子的平均。因此 Bloch 方程在处理 uSSFP 时的效率不高。

扩展相图(extended phase graph, EPG)是模拟 uSSFP 的另一种常用的模型。 EPG 将体素内的自旋系统中描述为离散的 状态矩阵，可以有效地表示自旋系统在非平衡梯度场的影响下随时间的演化。EPG 的另一个好处是可以在原有模型的基础上，加上其他参 数的影响，如 B0，B1+，磁化转移(magnetization transfer)等。因此 EPG 在 MRF中有着广泛的应用。但是由于 EPG 模型需要计算和存储等色子的状态矩阵，EPG 的运行速度通常比较慢。

1. 参数图重建

MRF 的最后一步是选择合适的匹配算法，将采集到的指纹信号和生成的字典进行 匹配，重建参数图。因此参数图的准确性取决于匹配算法的是否对噪声和下采样伪影具 有鲁棒性。由于 MRF 数据维度一般很大，匹配算法所消耗的时间一般很多。因此目前 MRF 的研究重点在于不降低参数图质量的情况下加速匹配算法。参数图的重建算法一 般可以分成以下四大类。

Ma使用了模板匹配(template matching)的方法来重建参数图。对于每个指纹体素，模板匹配从字典中选择与该体素最配的原子，从而获得该体素的参数值。模板匹配的方法可以精确地重建参数图，并且对噪声和伪影有鲁棒性。通过简单的计算可以看出，模板匹配的计算复杂度正比于字典大小、信号长度和体素个数。一般来说，MRF 信号的时间点 L 通常在 1,000 以上，字典的 个数通常在 10,000 以上，而体素的个数也会达到 10,000 以上。所以模板匹配所消耗的时间长，使用 MALTAB 软件在 CPU 上运行通常需要几十分钟甚至几小时。因此，虽 然模板匹配的方法可以精确地重建参数图，在临床中需要更快速的方法来重建参数图。

第二类方法是降维的思想，先对字典或者数据进行降维处理，然后在降维后的字 典和数据上进行匹配。这类方法本质上是对模板匹配的近似。Cauley 等利用了分组 (grouping)的思想进行 MRF 参数图重建。算法先将字典中的原子分成若干组，使得组 内的原子高度相关，并且用组内所有原子的均值来表示这个组的指纹信号，然后再将指 纹数据与分组之后的字典进行匹配。该算法大大加速了字典匹配的速度，但是由于依然 需要生成字典，字典生成的时间并没有减少。McGivney等人提出了利用奇异值分解(singular value decomposition, SVD)的方法将字典和指纹数据投影到一个低维子空间， 并在子空间中进行匹配。这个方法本质上是压缩了时间方向的维度 L，从而提高了运算 速度。但是这种方法依然需要生成和存储字典，并且相比于模板匹配存在重建误差。

第三类方法是将压缩感知理论应用到 MRF 中，在重建模型中给参数图加上一些先 验信息，以此提高 MRF 的重建效果。Davies等给出了使用压缩感知进行 MRF 重 建的一般框架，将信号的 Bloch 响应流型描述成连续信号，并在这个流型上进行下采样。Cline等改进了 Davies 的模型，将 B0 先验信息加入到了模型中，并用基于压 缩感知的迭代算法求解模型。Pierre等提出了迭代多尺度 MRF 重建算法。该方法 利用了 k-space 的先验信息，在数据项和模式识别之间迭代计算直到收敛。Wang等 使用了基于小波变换的压缩感知框架对指纹数据的每一帧进行估计，然后再将重建后的 图像和字典进行匹配。 综合以上方法可以看出，基于压缩感 知的 MRF 重建在一定程度上取得了良好的效果，主要体现在减少采集时间和提高参数图的精度。

最后一大类方法是利用深度学习的框架来重建参数图。Cohen等利用全连接网络(fully connected neural network, FCNN)来训练和重建参数图, Hoppe和 Fabian等构建了 MRF 的卷积神经网络。虽然这些深度神经网络取得了一定的效 果，但是由于网络均使用了监督学习方法，训练所需的真实值依旧由模板匹配生成。因 此，网络学习的效果也取决于模板匹配的准确性。

综上所述，MRF 参数图的重建需要在精度与速度之间寻求平衡。模板匹配是最基 本的重建方法，重建的参数图的精度最高，但是计算比较耗时。降维和深度学习的方法 提高了重建的速度，但重建的参数图不可避免地存在误差，而且没有解决字典生成速度 慢的问题。压缩感知的方法可以减少扫描时间，但其重建的参数图同样误差偏高。