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图像超分辨率重建

# 概述

高分辨率图像具有更密集的像素，包含更多精细有效的信息，这些信息在医学影像处理、安全监控、遥感成像、视频转换等领域至关重要，因此获取高分辨率图像具有十分重要的意义。然而，图像获取过程中会受到硬件条件限制，成像环境变化和图像传输信道干扰等因素影响；欠采样效应造成图像的频谱交叠，使获取的图像产生变形效应；大气扰动，拍摄图像与传感器之间的相对运动造成的变形、光学系统以及相对运动造成的模糊、下采样和系统噪声等，都会导致图像质量出现不同程度的下降。采用增加传感器阵列采样密度的办法来提高图像分辨率和消除变形效应的方法往往面临昂贵的代价和技术困难，因此从软件方面着手来提高图像分辨率有着极大的现实意义和应用价值[[1]](#endnote-1)。

图像超分辨率重建(Super resolution image reconstruction, SRIR 或 SR)是指用信号处理和图像处理的方法, 通过软件算法的方式将已有的低分辨率 (Low-resolution, LR) 图像转换成高分辨率(High-resolution, HR) 图像的技术[[2]](#endnote-2)。图像超分辨率重建的概念最早在1964[[3]](#endnote-3)年和1968[[4]](#endnote-4)年分别由Harris和Goodman提出，被称为Harris-Goodman频谱外推法。1894年，Tsai和Huang[[5]](#endnote-5)等人提出频域中由低分辨率图像序列复原高分辨率图像的方法后，超分辨率重建技术逐渐被广泛研究。

本文综述近年来超分辨率图像重建算法与理论研究的进展，在全面介绍基于插值，基于重建，基于学习等各类超分辨率问题的研究情况的基础上重点介绍了基于深度学习的超分辨率重建问题，并对不同的超分辨率方法进行比较分析,以供相关领域的研究者参考。

# 图像超分辨率重建算法

图像超分辨率重建算法按照其原理通常可以分为基于插值的方法，基于重构的方法和基于学习的方法，如图所示。
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## 2.1 基于插值的方法

基于插值的方法[[6]](#endnote-6)利用一些特定的核函数确定的权值加权平均未知像素周围的像素来得到相应的像素的值，其权值事先已经给定。传统的插值方法有以下三种:

表1 基于插值的方法比较

|  |  |  |  |
| --- | --- | --- | --- |
| 方法 | 原理 | 优点 | 缺点 |
| 最近邻插值[[7]](#endnote-7) | 待插值的点由它最近点的灰度值决定 | 计算简单，插值速度快 | 重建图片产生块效应，图像边缘产生不同程度的锯齿效应 |
| 双线性插值[[8]](#endnote-8) | 分别在水平和垂直方向上进行线性插值 | 克服最近邻插值引起的图像边缘锯齿效应和块效应 | 重建图像边缘平滑 |
| 双立方插值[[9]](#endnote-9) | 利用待插值点周围上下左右四个领域内的16个像素点进行三次插值 | 消除图像边缘锯齿效应和块效应，重建图像的视觉效果好于前两种算法 | 计算量大，运算时间长，实时性差 |

在传统插值方法基础上，不断有学者提出了新的插值算法。[][[10]](#endnote-10),[[11]](#endnote-11)，[[12]](#endnote-12)结合传统插值方法和小波变换使得图像具有更高的信噪比和更好的视觉效果，[][[13]](#endnote-13)提出了一种基于定向滤波和数据融合的边缘引导非线性插值方法，可以保持边缘清晰度并减少振铃伪影。 [][[14]](#endnote-14)提出了一种基于边缘的扩展方法。对使用双线性或双三次插值得到的扩展图像，使用Canny边缘检测器来减少锯齿形边缘噪声，并修改边缘邻域中的像素值以减少模糊。

插值重建算法原理简单，运算速度快，实时性好，但该方法难以修复图像的高频细节，尤其当放大因子增加时，该方法的性能会急剧地下降，出现高频细节丢失、边缘模糊等问题。

## 2.2 基于重构的方法

### 2.2.1 图像退化模型
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图1 图像退化过程

由图像的退化过程可以得到观测模型为：

gk表示某一幅低分辨率图像，z表示所求的高分辨率图像。

基于重建的超分辨率技术即求解观测模型的逆问题，由低分辨率图像恢复出原高分辨率图片丢失的高频细节，重建一幅高分辨率图像。在基于重构的超分辨率图片重建方法中，主要分为频域法和空域法。

### 2.2.2 频域法

1984 年， Tsai 和 Huang 首次提出了在频域内提高图像分辨率的思想，利用一个低分辨率图像序列重建一幅高分辨率图片。它的主要思想是假定低分辨率图像生成模型后，分别对低分辨率图像和原始高分辨率图像进行离散傅里叶变换和连续傅里叶变换, 在频域中建立起二者之间的线性关系，从而重建出高分辨率图片。该方法基于图像中不存在运动模糊和观测噪声的假设，同时忽略光学系统的点扩散函数，因此只适合简单理想的图像退化模型。 Kim 等人[[15]](#endnote-15)在超分辨率重建过程中考虑观测噪声和空间模糊等因素，将递归最小二乘法应用于高分辨率图像重建的求解。文献[[16]](#endnote-16)使用离散余弦变换减少了运算量，并使用多通道自适应规整化参数来减轻高分辨率重建问题的病态性。

传统的基于频域的方法值只能处理输入低分辨率图像之间存在全局整体运动的情况，为了能更好的处理图像场景中存在相对运动物体的情况，有文献[[17]](#endnote-17)，[[18]](#endnote-18)提出了基于小波变换的图像超分辨率方法，提高图像的局部质量。

频域重建方法算法简单，运行速度快，但该方法建立在整体平移运动的图像退化模型基础上，处理复杂的退化模型能力有限，且难以加入先验知识。因此，该方法没有成为超分辨率重建技术算法研究的主流。

### 2.2.3 空域法

图像超分辨率重建应用中的另一类方法是空域的方法。空域方法是对影响低分辨率图像成像效果的空间域因素( 包括光学模糊、运动模糊等) 进行建模。因此，基于空间域的超分辨率重建方法更接近于实际应用情况。目前，常用的空域超分辨率图像重建方法有非均匀采样内插法、迭代反投影法、基于概率的方法、凸集投影法和 MAP /POCS 混合算法等。

1. 非均匀采样内插法

非均匀采样内插法的本质仍是对未知图像像素的拟合。首先对低分辨率图像序列进行配准，在目标图像特定位置的内容约束下，进行插值得到高分辨率图片。非均匀采样内插法简单直观，计算效率高，但是这种算法需要假定所有低分辨率图像的噪声和模糊特征都是相同的，在图像复原阶段忽略了插值阶段的误差，难以加入先验约束知识，适应性不好，导致重建效果不佳，应用较少。

1. 迭代反投影法IBP

该方法[[19]](#endnote-19)首先通过对原始低分辨率图片进行插值得到预估的高分辨率图片，利用先验知识建立观测模型，将输入到观测模型中得到预估的低分辨率图片。

计算与原始低分辨率图片 之间的差值，将此误差反向投影来修正得到新的高分辨图片：

其中表示后向投影算子。不断重复该迭代过程，直到误差满足要求。

该方法原理简单，收敛快，但是难以加入高分辨率图像的先验信息，反投影算子较难选择、通常解不唯一，并且每次迭代的误差均匀地累加到重建的图像上，所以图像的边缘存在一定程度的锯齿。

（3）凸集投影法（POCS）

此方法基本过程是利用图像的先验知识获得一定的约束条件（平滑性，非负性和能量有限性目标图像峰值像素的约束[[20]](#endnote-20)等），把约束条件定义为一系列约束凸集合，然后通过求解这些集合的交集获得高分辨率图像解空间。对于超分辨率图像空间中的任意一点，经过多次迭代运算， 可以得到一个满足所有凸集约束条件的收敛解。

算法思想比较简单，易加入先验知识，较好地恢复了图像的边缘和细节。但初始点的随机选择会导致解不唯一，不稳定，且迭代过程收敛慢、计算量大。

（4）最大后验概率MAP

Schultz等人[[21]](#endnote-21)，[[22]](#endnote-22)提出了一种基于概率的算法---最大后验概率 (Maximum a posterior, MAP)方法，其基本思想是高分辨率图像出现的后验概率在低分辨率图像序列已知的前提下达到最大。

将高分辨率图像H和低分辨率图像L 视为两个随机过程，则有：

表示对高分辨率图片H的估计，表示当高分辨率图片为H时，对应的低分辨率图像为L的概率。为H的先验概率，体现图像的先验知识，称为正则化项。

基于最大后验概率的高分辨率重建方法研究主要集中在先验知识（如边缘先验[[23]](#endnote-23)）的加入，正则化项的形式（Tikhonov 正则项[[24]](#endnote-24)，全变差正则化[[25]](#endnote-25)，双边全变差正则化[[26]](#endnote-26)等），正则化项的系数选取方法（利用L 曲线[[27]](#endnote-27)，U 曲线[[28]](#endnote-28)求解），MAP与其他算法的结合（如MAP-POCS 算法[[29]](#endnote-29)）。

该方法在解中加入先验约束，可以确保解存在并且唯一，收敛稳定性高，但是收敛慢，计算量大，边缘保持能力不如 POCS方法， 重构得到的高分辨率图像的细节易被平滑掉。MAP-POCS 算法结合了这两种算法的优点，被认为是基于重构的超分辨率算法最好的方法。

表2 频域方法比较

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | 频域方法 | 非均匀图像插值 | IBP | POCS | MAP | MAP-POCS 算法 |
| 图像先验知识 | 难加入 | 难加入 | 难加入 | 易加入 | 易加入 | 易加入 |
| 解是否唯一 | 是 | 是 | 否 | 否 | 是 | 是 |
| 复杂退化模型处理能力 | 差 | 中等 | 中等 | 高 | 高 | 高 |
| 计算复杂度 | 小 | 中等 | 中等 | 大 | 大 | 大 |
| 边缘保持能力 | 差 | 差 | 差 | 较好 | 差 | 好 |
| 适应性 | 较差 | 差 | 中等 | 高 | 高 | 高 |

## 2.3 基于学习的方法

基于学习的方法也称为基于样例（exampled-based）的图像超分辨率重建，其主要思想是在训练集中学习低分辨率图像与高分辨率图像之间的映射关系，获得先验知识，用于高分辨率图片的重建。

基于学习的高分辨率重建方法一般包含训练集的构建，特征学习和高频细节重建三个步骤。按照训练集的样本组成可以将基于学习的方法分为基于内部库的方法和基于外部库的方法。

### 2.3.1 基于内部库的方法

基于内部库的方法基于图像具有自相似性，即局部的图像内容及结构在图像不同尺度间或同一图像尺度内反复出现的假设。训练集的样本通常由不同分辨率图像金字塔组成。

Freeman[[30]](#endnote-30)等人提出相似的两个低分辨率图像块对应的高分辨率图像块相似，相邻的两个高分辨率图像块重叠部分像素值应该一致。使用马尔科夫网络分别对高低分辨率图片间，邻接的高分辨率图像块之间进行建模。对于输入的低分辨率图像搜索拼接得到对应的高分辨率图像。Glasner [[31]](#endnote-31)等人将同一尺度下图像自相似性和和跨尺度的图像相似性结合，通过搜索—粘贴的方式逐级放大图片，填充高频细节实现高分辨率重建。在此基础上Freedman[[32]](#endnote-32)等在图像块搜索阶段采取全局搜索和局部搜索相结合，加快搜索速度。为快速稳定的进行高分辨率重建，这两种方法均采用小的放大因子不断迭代至需要的放大倍数。

### 基于外部库的方法

基于外部库的方法主要是学习高低分辨率图像块之间的映射关系。训练集的样本由同一尺寸的高分辨率图像—低分辨率图像对构成。

（1）基于邻域嵌入的方法

基于领域嵌入的基本思想是假设高分辨率图片与其对应的低分辨率图像块在特征空间中具有相似的局部流形。利用NE+LS(Neighbor embedding + least square), NE+LLE[[33]](#endnote-33)(Neighbor embedding + locally linear embedding), NE+NNLS[[34]](#endnote-34)(Neighbor embedding + non-negative)得到一组权值，使得低分辨率图片与其在样本中对应的K个最近邻图像块加权得到的低分辨率图像误差最小，对高分辨率图像块应用这组系数进行加权即可得到重建的高分辨率图像。

邻域嵌入方法简单直接，对于样本集的依赖性小，但是邻近数目 k人为选定，易导致过拟合或者欠拟合的现象，从而影响重建图像质量。

（2）基于稀疏表示的方法

基于稀疏表示的方法[[35]](#endnote-35)在LR-HR样本库中建立一对共享系数并能产生最小重建误差的过完备字典，对待重建的低分辨率图像利用LR字典计算其稀疏表示系数，将同样的系数应用于HR字典上生成HR特征，得到最终的重建高分辨率图像。

使用稀疏表示法是对基于领域嵌入方法的拓展，克服了需要固定邻近数目K的缺点，可扩展性增强，且对噪声不敏感，但图像的重建质量和计算复杂度均与字典大小成正相关，当建立的字典完备性不强是会导致图像边缘细节模糊。

基于外部库的方法还包括基于深度学习的高分辨率重建方法，这种方法主要放在第三部分概述。

表3 常用的基于学习的算法

|  |  |  |
| --- | --- | --- |
| 算法名称 | 原理 | 特点 |
| Self-Ex[[36]](#endnote-36) | 基于图像自相似性 | 利用图像内部信息，不需要建立外部库，但搜索时运算量大 |
| NE+ | 基于高低分辨率图片具有相似的局部流形 | 需要建立LR-HR样本库学习低分辨率图片到高分辨率图片的映射关系，能获取更多高频信息，生成的高分辨率图片细节更丰富 |
| SC | 基于图像的稀疏表示 |
| K-SVD[[37]](#endnote-37) | 利用K-SVD方法进行高效的过完备字典建立，是对SC方法的改进 |
| ANR[[38]](#endnote-38) | 稀疏表示和领域嵌入方法的结合，利用全局协同编码加快运行速度 |

# 基于深度学习的图像超分辨率重建

深度学习方法在计算机视觉领域表现出巨大的潜力, 它可以通过建立强有力的模型和设计高效的学习策略来克服过度拟合, 并且神经网络可以灵活地通过增加新的非线性激活函数或特定功能的层来更好地拟合训练数据。2014年Dong等人[[39]](#endnote-39)提出一个仅含三个卷积层的网络---SRCNN，首次将深度学习应用于图像超分辨率重建领域，从此，基于深度学习的高分辨率重建网络不断出现改进。根据网络类型可以分为基于卷积神经网络的SR方法和基于其他网络结构（如受限玻尔兹曼机，深度信念网络，自编码器网络）的SR方法，其中使用卷积神经网络结构的SR方法最多。

## 3.1 基于卷积神经网络的SR方法

### 3.1.1 SRCNN系列网络

（1）SRCNN网络

SRCNN借鉴了基于稀疏编码的图像超分辨率重建的思想，通过卷积操作完成图像块的提取，特征非线性映射和重建过程三个步骤。训练阶段将均方误差作为损失函数，采用随机梯度下降法最小化损失函数，进一步提升训练速度。该方法在重建速度和图片重建质量上优于传统方法（三次插值，SC，ANR等）。但针对不同的方法因子，该网络需要重新训练，且训练速度慢，依赖图像上下文信息。

（2）FSRCNN

FSRCNN[[40]](#endnote-40)是对之前SRCNN的改进，主要在三个方面：

1) 在最后使用了一个反卷积层放大尺寸，因此可以直接将原始的低分辨率图像输入到网络中，而不是像之前SRCNN那样需要先通过双三次插值方法放大尺寸。

2) 使用更小的卷积核和使用更多的映射层改变特征维数，实现多通道的非线性映射和特征融合。

3) 共享网络中的映射层，通过微调最后一层反卷积层来训练不同上采样因子的模型。

该网络可以分为五个部分: 1）特征提取：直接是对原始的低分辨率图像进行操作；2）收缩：通过应用1×1的卷积核进行降维，减少网络的参数，降低计算复杂度；3）非线性映射：感受野大，能够表现的更好。SRCNN中，采用两个串联的3×3的卷积核可以替代SRCNN中一个5×5的卷积核，减少运算参数；4）扩张：低维度的特征带来的重建效果不是太好，因此应用1×1的卷积核进行扩维，即是收缩的逆过程；5）反卷积层：实现了图片的放大。

FSRCNN优势在于运行速度十分快，可用于实时的图像重建，总体而言，重建图像质量较之前的方法略好。

（3）ESPCN

本文[[41]](#endnote-41)提出了一种直接在低分辨率图像尺寸上提取特征，计算得到高分辨率图像的高效方法ESPCN网络。该网络主要有两部分：1）两个卷积层：原始低分辨率图像通过两个卷积层以后，得到的r2×H×W (r是图像的目标放大倍数，H，W是目标图像尺寸大小)的特征图像。2）亚像素卷积层：将每个像素的r2个通道重新排列成一个r×r的区域，对应于高分辨率图像中的一个r×r大小的子块，从而特征图像被重新排列成1×rH×rW大小的高分辨率图像。

只在最后一层对图像大小做变换，前面的卷积运算由于在低分辨率图像上进行，因此效率会较高。ESPCN网络可以用于图像和视频的实时重建，图像重建质量和SRCNN差不多。

（4）LapSRN

SRCNN在输入图像进网络前，需要使用预先定义好的上采样操作来获得目标的空间尺寸，这样的操作增加了额外的计算开销，同时也会导致可见的重建伪影。而有的方法（ESPCN）使用了亚像素卷积层或者反卷积层这样的操作来替换预先定义好的上采样操作，这些方法的网络结构又相对比较简单，性能较差，并不能学好低分辨率图像到高分辨率图像复杂的映射。文献[]提出了一个基于拉普拉斯金字塔模型的网络结构LapSRN[[42]](#endnote-42)，通过残差学习和逐级放大操作恢复高分辨率图片。

为了避免L2型损失函数带来的边缘平滑和模糊问题，本文采用使用charbonnier损失函数。LapSRN通过逐步上采样，每一级完成一次2倍的上采样操作，一级一级预测残差。每一个放大模块的网络结构完全一样，共享特征嵌入、上采样、卷积的参数，节省了大量的参数和计算过程。在做高倍上采样时，也能得到中间低倍上采样结果的输出。

### 3.1.2 加入先验知识的网络

Wang[[43]](#endnote-43)等人提出一种通过神经网络实现基于稀疏编码的高分辨图像重建的网络—SCN。该方法主要思想是使用LISTA将基于稀疏表示的SR方法中的稀疏表示，映射，重建三个模块纳入同一个稀疏编码网络中， 通过级联SCN可实现任意尺度的图像放大。基于稀疏编码的网络模型小，训练快，相比SRCNN方法能获得更好的图像视觉效果。

Liang等人[[44]](#endnote-44)提出了利用图像边缘先验信息和不同放大尺度间的图像自相似性实现图像多尺度放大的网络SRCNNN-Pr。在SRCNN末端加上一个边缘特征提取层，在SRCNN的损失函数中添加重建图像的梯度信息和目标HR的梯度信息一致的约束条件来整合图像梯度先验。输入的低分辨率图同时经过多放大因子的网络实现多任务学习，使用权值共享方法来缓解参数过多的问题。将先验知识和深度学习相结合是SRCNN-Pr方法的创新所在，且在放大因子较小时，该方法对图像的信噪比提高优于SRCNN网络，如何实现高质量的大放大倍数图像重建是SRCNN-Pr待解决的问题。

Yang等人[[45]](#endnote-45)提出基于深度边缘指导的反馈残差网络DEGREE。该网络包含四个部分，LR边缘提取层提取图像边缘作为先验信息；递归残差网络将图像信号分解为边缘、纹理等成分，作为不同的子频带；HR边缘预测层和残差自带融合层实现各成分的重建和融合生成目标高分辨率图像。损失函数由边缘损失和重建损失组成。该方法提出了一种将各种自然图像先验信息嵌入到图像处理任务中的通用框架，可以更好的恢复细节，获得更好的视觉效果。但网络规模大，运行速度慢，在大放大因子下，效果并不好。

### 3.1.3 VDSR系列网络

（1）VDSR

针对SRCNN存在三个问题：依赖于图像区域的上下文内容；训练收敛太慢；网络仅适用于单放大因子。文献[]提出一种基于残差学习能实现不同上采样因子的网络VDSR[[46]](#endnote-46) 。VDSR指出低分辨率图像携带的低频信息与高分辨率图像的低频信息相近，因此只需要学习高分辨率图像和低分辨率图像之间的高频部分残差即可。VDSR将插值后得到的变成目标尺寸的低分辨率图像作为网络的输入，再将这个图像与网络学到的残差相加得到最终的网络的输出。

VDSR有四个创新之处：1）加深了网络结构(20层)，使得越深的网络层拥有更大的感受野。由SRCNN的13\*13变为41\*41。图像的感受野越大意味着网络能利用更多的上下文信息来预测图像细节。2）采用残差学习，残差图像比较稀疏，大部分值都为0或者比较小，减轻了网络负担，加快收敛速度。VDSR还应用了自适应梯度裁剪(Adjustable Gradient Clipping)，将梯度限制在某一范围，也能够加快收敛过程，避免梯度爆炸问题。3）VDSR在每次卷积前都对图像进行补0操作，这样保证了所有的特征图和最终的输出图像在尺寸上都保持一致，解决了图像通过逐步卷积会越来越小的问题。实验证明补0操作对边界像素的预测结果也能够得到提升。4）VDSR将不同倍数的图像混合在一起训练，这样训练出来的一个模型就可以解决不同放大倍数的图片超分辨率问题。

（2） DRCN

DRCN [[47]](#endnote-47)与VDSR出自同一实验室，DRCN将递归神经网络(Recursive Neural Network)结构和残差学习思想应用于图像的超分辨率重建中。DRCN分为三个模块：嵌入网络用于特征提取，推理网络使用递归结构加强层间的信息传递和上下文信息联系，学习高分辨率图像与低分辨率图像的差，恢复图像的高频部分；重建网络将每一层的卷积结果和输入图像相加得到一个重建结果，从而共得到D个重建结果，再把它们加权平均得到最终的输出。

DRCN利用LR和HR的相似性，使用跳连接，进行残差学习，表明领域知识可以有效提高深度学习过程，这一点与VDSR相同。在训练过程中采用递归层之间参数共享避免参数过多的情况，采用递归监督方法缓解梯度消失/爆炸问题，将每一个递归层输出的误差和总输出的误差之和作为待优化的目标函数。

（3） DRRN

DRRN[[48]](#endnote-48)受到ResNet、VDSR和DRCN的启发，采用了一个52层的网络来获取性能的提升。ResNet是链模式的局部残差学习。VDSR是全局残差学习。DRCN是全局残差学习+单权重的递归学习+多目标优化。DRRN是多路径模式的局部残差学习+全局残差学习+多权重的递归学习。该论文在提升层数至52层，相较于VDSR的20层，效果虽然有提升，其实幅度并不大，网络的结果有待优化。

（4） EDSR

文献[][[49]](#endnote-49)去除残差块中的BN层建立起一个用于单尺度高分辨率重建的网络EDSR和多尺度高分辨率重建的网络MDSR。

EDSR在训练时先训练低倍数的上采样模型，接着用训练低倍数上采样模型得到的参数来初始化高倍数的上采样模型，这样能减少高倍数上采样模型的训练时间，同时训练结果也更好。MDSR是一个能同时进行不同上采样倍数的网络，MDSR的中间部分和EDSR一样，只是在网络前面添加了不同放大倍数的预训练好的模型来减少不同倍数的输入图片的差异。在网络最后，不同倍数上采样的结构平行排列来获得不同倍数的输出结果。

文献提出来的两个网络最大的特点是1）去掉BN层，减少内存使用，提升训练速度。2）充分利用图像不同尺度间的内部关系，用低倍数的上采样模型来训练高倍数的模型，减少了模型参数，加快训练，且能提升图片的重建质量。

### 3.1.4 基于密集连接的网络

2016年，有学者提出密集连接网络DenseNet(Densely Connected Convolutional Networks)[[50]](#endnote-50)，DenseNet 的基本思路与残差网络一致，但它组成单元是稠密块(dense block)，将密集块中每一层的特征都输入给之后的所有层，使所有层的特征都串联(concatenate)起来，而不是像ResNet那样直接相加。这样的结构给整个网络带来了减轻梯度消失问题、加强特征传播、支持特征复用、减少参数数量的优点。DenseNet的出现为SR问题的研究注入了新的活力。

（1）SRDenseNet

SRDenseNet[[51]](#endnote-51)首先将密集块结构应用到了超分辨率问题上。SRDenseNet可以分成四个部分：一个卷积层学习低层的特征；多个密集块逐级学习高层的特征；通过反卷积层对图像上采样；最后通过一个卷积层生成高分辨率输出。实验结果表明，借助密集块可以将低层特征和高层特征相结合来图像超分辨率重建性能，使用不同层之间的密集跳连接可以利用不同深度层的特征之间的信息互补性，进一步提升重建图像质量。

（2） MemNet

南京理工大学[[52]](#endnote-52)提出了一个由递归单元（recursive unit）和门控单元（gate unit）组成的内存块作为基本单元的深度持续记忆网络（deep persistent memory network，MemNet），与DRCN网络结构极相似，主要解决深度网络中的长期依赖问题（long-term dependency problem），考虑了前面的状态／层对后续的状态／层的影响，可以用于图像去噪，图像超分辨率重建和PEG解锁问题。

（3）RDN[[53]](#endnote-53)

MemNet前面层到后面层的直接连接，限制了长期连接的能力，局部信息不能完全被利用。此外，MemNet网络在高分辨率空间中提取特征，增加了计算复杂度。考虑到之前的网络（VDSR,DRCN,MemNet）没有充分利用低分辨率图像的分层特征，本文提出由RDB（Residual dense block）作为基本单元构成的网络RDN，该网络结合局部残差学习和全局残差学习，能充分利用所有层携带的信息。

在网络结构上， 1）浅层特征提取部分：对于输入的低分辨率图片，使用两个卷积层提取浅层特征，2） 局部特征提取部分：然后使用串联的一系列RDB提取丰富的局部特征，允许前一个RDB单元的输出直接连接到后面所有的RDB单元（称为密集连接，dense connections）建立连续记忆机制CM（Contiguous memory mechanism），最大程度的保留前面一层的信息，传递层间信息。3）局部特征融合模块：利用RDB的局部特征融合去除局部特征中冗余的信息，学习更多有效的特征，增强网络的表达能力。4）全局特征融合部分：对获得的密集局部特征进行全局融合，从而自适应地学习全局密集分层特征。前面所有的操作均在低分辨空间中实现，使得计算复杂度小，加快运算速度 5）图片的重建和放大

该网络能对不同的退化模型BD（模糊下采样）,DN（降采样+高斯噪声）,BI（双三次降采样）进行高分辨率重建，得到不错的效果。

表4 存在层间信息流动的网络比较

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 算法 | 输入 | 基本模块 | 基本模块间连接方式 | 残差学习 | 层间信息流动性 | 损失函数 | 应用场景 |
| DRCN | LR+bicubic | 卷积层 | 无密集连接的链式结构 | 是 | 差 | L2 | SR |
| SRDenseNet | LR+bicubic | 密集块 | 过渡层 | 否 | 较好 | L1 | SR |
| MemNet | LR+bicubic | 内存块 | 密集连接而成的多路结构 | 否 | 好 | L2 | 图像去噪，图像超分辨率重建和PEG解锁问题 |
| RDN | LR | RDB | 无密集连接，全局信息融合 | 是 | 很好 | L2 | SR |

BN层会导致GPU内存大量消耗，增加计算复杂度，池化层会丢弃像素级信息，因此RDN网络设计时取消了BN层和池化层。

从DRCN，SRDenseNet，MemNet到RDN，网络结构内部连接越来越复杂，逐步提高网络内部层间的信息流动性，尽可能考虑前一层的输出对后面层的影响，充分挖掘不同层次信息，获取高频特征用于高分辨率图像重建。

### 3.1.5 基于感知损失函数的网络

逐像素损失并不能捕捉到输出图像和真实图像间的感知差异。而有研究表明高质量的图像可以使用感知损失函数生成，而不是基于像素之间的差异。因此，有文献在训练过程中使用感知损失代替基基于像素的均方误差函数。

（1）图像转换网络

在文献[]中，李飞飞等人[[54]](#endnote-54)将高分辨率重建问题考虑为图像转换问题，提出了一个可以解决图像风格转换和图像高分辨率重建的网络。

该网络由图像转换网络和损耗网络两部分组成。图像转换网络是一个残差网络，它的输出和高分辨率图片同时作为损耗网络的输入。 损耗网络用于定义特征重建损失（感知损失），采用预先训练学习到编码感知和语义信息的16层VGG模型，通过比较生成图片经过卷积神经网络后的高阶特征和目标图片经过卷积神经网络后的特征的差别，使生成图片和目标图片在语义和风格上更相似。

实验结果表明该方法重建的图片相较于基于像素损失的方法在PNSR,SSIM值上略微有所下降，但能很好地恢复图像的边缘和纹理等高频信息，带来视觉感官上的提升。

该方法首次在高分辨率重建问题中提出使用感知损失代替基于像素的均方误差函数，为后续SR问题的损失函数建立提供了新思路。

（2） SRGAN

前面提到的传统方法和深度学习方法通常适用于放大因子为2,3的情况，当放大因子为4时，效不尽如人意。因此， Ledig [[55]](#endnote-55)等人提出了生成对抗网络SRGAN/SRResNet来恢复图像高频细节。SRGAN 由 G (generative) 网和D (Discriminator)网组成。G网是一个残差网络，通过低分辨率的图像生成高分辨率图像，由D网判断拿到的图像是由G网生成的，还是数据库中的原图像。当G网和D网达到博弈平衡时候，那该网络即可用于超分辨率重建。

SRGAN使用感知损失函数，感知损失由内容损失(perceptual loss)和对抗损失(adversarial loss)两部分组成。内容损失部分是与文献[]中的特征重建损失完全一致。对抗损失关注纹理细节，使得生成网络的输出更接近自然图像。

高分辨率重建问题对一般采用信噪比作为重建的图像质量的评价指标，本文指出，图像的信噪比一定程度上可以表征图像质量的好坏，但高信噪比的图像不一定具有好的视觉效果。因此本文在客观评价指标PNSR, SSIM基础上增加了平均意见得分（MOS: mean-opinion-score）作为主观评价指标。SRGAN方法可以解决4倍上采样因子下的图像超分辨率重建问题，得到纹理细节更丰富真，视觉效果更好的重建图片，但该网络复杂，需要训练两个网络，计算量大，耗时长。

（3）SFT-GAN[[56]](#endnote-56)

SRGAN通过感知损失获得了包含丰富细节的高分辨率重建图片，但因为没有加入先验知识，这些细节并不自然，不真实。文献[]提出一种考虑类别先验的高分辨率重建网络，其网络结构和SRGAN相似，也是一种基于残差学习的生成对抗网络，由生成器和判别器组成，使用感知损失函数为优化目标。生成器由条件网络和高分辨率重建网络组成。条件网络将表达语义先验类别的语义分割概率图作为输入，实时产生空间特征调制层共享的语义先验知识，重建网络由16个残差块和空间特征调制层组成，利用类别先验知识恢复出与所属语义类别特征一致的纹理。判别器不但要判断生成图片是否真实，还需要预测输入的类别信息。

## 3.2 基于其他类型网络的SR方法

卷积神经网络被广泛引用于SR问题的研究中，与此同时，也有学者提出将受限玻尔兹曼机，深度信念网络，自编码器等网络结构用于解决图像的高分辨率重建问题。

文献[][[57]](#endnote-57)提出一种使用受限玻尔兹曼机训练稀疏字典对实现图像高分辨率重建的方法。受限玻尔兹曼机的可见层由高低分辨率图像块构成，隐藏层表示高低分辨率图像字典对共享的稀疏系数，通过极大似然估计得到隐藏层与可见层间的连接参数，即是字典元素。采用对比散度算法加快训练过程。可以通过增加RBM的隐藏层层数构成深度玻尔兹曼机DBM。该方法的本质仍是稀疏表示[]，只是将字典的训练过程用网络完成，是传统方法和深度学习方法的结合。

深度信念网络DBNs由多个限制玻尔兹曼机（Restricted Boltzmann Machines）层组成。文献[][[58]](#endnote-58)利用深度信念网络的层次结构来学习低分辨率图片到高分辨率图像之间的非线性映射关系。文献[][[59]](#endnote-59)通过训练和重建两个步骤完成图像高分辨率重建。1）训练：将HR图像分为图像块，变换到DCT域，得到的二维的DCT系数用于训练DBNs。2）重建：将LR图像插值到目标尺寸后分解为图像块，变换到DCT域，利用训练得到的DBNs来恢复丢失的高频信息。最后通过DCT逆变换获得重建图像。

文献[][[60]](#endnote-60)提出了由对称的卷积层-反卷积层构成的自编码器网络RED。网络中每个卷积层和反卷积层间使用跳线连接，解决梯度消失问题。卷积层用来获取图像的抽象内容，反卷积层用来放大特征尺寸并且恢复图像细节。文献[][[61]](#endnote-61)提出一种基于堆协同局部自编码实现图片逐级放大的网络DNC。该网络中由基本模块SCLA级联而成，每个基本模块都由CLA （collaborative local auto-encoder）和NLSS(non-local self-similarity)单元组成，在多尺度图像块中进行非局部自相似搜索，增强输入图像块的高频纹理细节，抑制噪声，整合重叠图像块的兼容性。

## 3.3 网络共性分析与差异比较

对基于深度学习的SR方法总结如下表所示：

表5 基于深度学习的SR方法

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 算法 | 输入 | 多尺度 | 残差学习 | 训练策略 | 先验知识 | 重建方式 | 损失函数 |
| CNN类 | SRCNN | LR+bicubic | N | N | SGD | -- | 直接 | L2 |
| FSRCNN | LR | Y | N | SGD | -- | 直接 | L2 |
| ESPCN | LR | Y | N | -- | -- | 直接 | L2 |
| LapSRN | LR | Y | Y | Momentum | -- | 逐级 | charbonnier |
| SCN | LR+bicubic | Y | N | SGD | 稀疏先验 | 逐级 | L2 |
| SRCNN-Pr | LR | Y | N | SGD | 梯度先验  自相似性 | 直接 |  |
| DEGREE | LR | N | Y | SGD  递归监督 | 边缘先验 | 直接 | L2 |
| VDSR | LR+bicubic | Y | Y | SGD  梯度裁剪 | -- | 直接 | L2 |
| DRCN | LR+bicubic | N | N | SGD  递归监督 | -- | 直接 | L2 |
| DRRN | LR+bicubic | N | Y | SGD  梯度裁剪 | -- | 直接 | L2 |
| EDSR | LR | N | Y | Adam | -- | 直接 | L1 |
| SRDenseNet | LR+bicubic | N | N | 否 | -- | 直接 | L1 |
| MemNet | LR+bicubic | N | Y | SGD | -- | 直接 | L2 |
| RDN | LR | N | Y | Adam | -- | 直接 | L2 |
| [][[62]](#endnote-62) | LR | N | Y | Adam | -- | 直接 | L2  (感知损失) |
| SRGAN | LR | N | Y | Adam | -- | 直接 | L2  (感知损失) |
| SFT-GAN | LR | N | Y | Adam | 类别先验 | 直接 | L2  (感知损失) |
| [][[63]](#endnote-63) | LR | N | N | Adam | -- | 直接 | L2 |
| 其他 | RBM | LR+bicubic | N | N | 对比散度 | 稀疏先验 | 直接 | -- |
| DBNS | LR+bicubic | N | N | -- | -- | 直接 | -- |
| DBM | LR+bicubic | N | N | SGD | -- | 直接 | -- |
| RED | LR | N | Y | Adam | -- | 直接 | L2 |
| DNC | LR | Y | N | BFGS | -- | 逐级 | L2 |

从表中可以得出如下结论：

1. 基于卷积神经网络的SR方法是主流，也有部分学者尝试使用其他结构网络，如受限玻尔兹曼机，深度置信网络，自编码器网络等进行图像超分辨率重建，重建图像质量取得了不同程度的提高。
2. 图像超分辨率重建网络有更深，更宽，连接更复杂的发展趋势。深度网络能够充分利用图像上下文信息，扩大图像视野域，提取图像高层特征，深入挖掘图像信息，复杂的连接形式能够加强层间的信息传递和特征传播，充分利用图像的层次特征。但这会带来训练慢，难收敛的问题。通常使用跳连接，密集连接，残差学习，梯度裁剪，参数共享等策略减轻网络负担，加快学习速率，缓解梯度消失/爆炸。
3. 一般对高分辨率图像下采样得到低分辨率图像训练集和测试集，图像退化模型简单。文献[][[64]](#endnote-64)提出了一种维度拉伸策略使得单个卷积超分辨率网络能够将退化过程的两个关键因素（即模糊核和噪声水平）作为网络输入，训练得到可以处理多个甚至是退化空间不均匀的退化类型的超分辨网络模型。
4. 将低分辨率图像或对其上采样得到的目标尺寸大小的低分辨率图像作为网络输入。将后者作为输入会导致整个网络的运算在高分辨率空间进行，提高了计算复杂度，网络负担加大，也会使得重建图像边缘模糊，丢失细节特征。
5. 一些网络能够灵活的实现图像不同倍数的高分辨率重建，满足不同的放大需求。
6. 领域先验知识可以用于指导基于深度学习的SR方法。如SRCNN-Pr, LapSRN, MDSR, DNC等网络利用图像不同尺度间的自相似性来恢复丢失的高频细节，实现图像的逐级高分辨率重建。SCN和TF-GAN分别在网络中加入稀疏先验，类别先验用来指导超分辨率重建。SRCNN-Pr网络将图像梯度先验知识反映在边缘损失和纹理损失中，指导网络训练。
7. 损失函数的设计。大部分网络的损失函数是基于像素的L1, L2型损失函数。L1型损失函数收敛性比L2好，针对L2型损失函数带来的振铃现象，LapSRN提出使用charbonnier损失函数代替获得更好的图像细节。基于像素差异的损失函数并不能捕捉到输出图像和真实图像间的感知差异，文献[][][]提出使用感知损失函数生成高质量的重建图像，获得视觉上的提升。

# 相关技术讨论

## 4.1 常用数据库

表6 常用数据库

|  |  |
| --- | --- |
| 数据库名称 | 简介 |
| 91-images | 91张自然图片，通常需要分为图像块 |
| Urban100 | 100张高清图片,是最具挑战性的数据集 |
| Set5 and set14 | 分别包含5张，14张图片 |
| BSD 100 | 200张图片 |

## 4.2 常用评价指标

表7 常用评价指标

|  |  |  |
| --- | --- | --- |
| 分类 | 评价指标 | 特点 |
| 主观 | MOS | 以人的视觉感官效果出发，对图像的优劣作出主观的定性评价 |
| 客观 | PNSR | 基于对应像素点间的误差，衡量图像质量，未考虑到人眼的视觉特性 |
| SSIM | 从亮度、对比度、结构三方面度量图像相似性 |

## 4.3 实验结果与分析

表8实验结果比较

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 数据集 | 放大倍数 | SRCNN | LapSRN | VDSR | SRResNet | DRCN | RED | MDSR | RDN |
| Set5 | ×2  ×3  ×4 | 36.66/0.9542  32.75/0.9090  30.48/0.8628 | 37.52/0.9591  33.82/0.9227  31.54/0.8855 | 37.53/0.9587  33.66/0.9213  31.35/0.8838 | --  --  32.05/0.8910 | 37.63/0.9588  33.82/0.9226  31.53/0.8854 | 37.66/0.9599  33.82/0.9230  31.51/0.8869 | 38.11/0.9602  38.11/0.9602  32.50/0.8973 | 38.24/0.9614  34.71/0.9296  32.47/0.8990 |
| Set14 | ×2  ×3  ×4 | 32.42/0.9063  29.28/0.8209  27.49/0.7503 | 33.08/0.9130  29.79/0.8320  28.19/0.7720 | 33.03/0.9124  29.77/0.8314  28.01/0.7674 | --  --  28.53/0.7804 | 33.04/0.9118  29.76/0.8311  28.02/0.7670 | 32.94/0.9144  29.61/0.8341  27.86/0.7718 | 33.85/0.9198  30.44/0.8452  28.72/0.7857 | 34.01/0.9212  30.57/0.8468  28.81/0.7871 |
| BSD100 | ×2  ×3  ×4 | 31.36/0.8879  28.41/0.7863  26.90/0.7101 | 31.80/0.8950  28.82/0.7973  27.32/0.7280 | 30.76/0.9140  27.14/0.8279  25.18/0.7524 | --  --  27.57 / 0.7354 | 31.85/0.8942  28.80/0.7963  27.23/0.7233 | 31.99/0.8974  28.93/0.7994  27.40/0.7290 | 32.29/0.9007  29.25/0.8091  27.72/0.7418 | 32.34/0.9017  29.26/0.8093  27.72/0.7419 |
| Urban100 | ×2  ×3  ×4 | 29.50/0.8946  26.24/0.7989  24.52/0.7221 | 30.41/0.9101  27.07/0.8272  25.21/0.7553 | 30.76/0.9140  27.14/0.8279  25.18/0.7524 | --  --  26.07 / 0.7839 | 30.75/0.9133  27.15/0.8276  25.14/0.7510 | --  --  -- | 32.84/0.9347  28.79/0.8655  26.67/0.8041 | 32.89/0.9353  28.80/0.8653  26.61/0.8028 |

# 总结与展望

图像的超分辨率重建问题经历了基于插值，基于重构和基于学习三个发展阶段。基于学习的方法是主流SR方法。基于深度学习的SR方法在网络类型选择，结构的搭建，先验知识的加入，训练方式的优化等方面不断创新，成为了研究热点。但仍存在以下问题需要在未来的研究中得到解决。

1）网络的选择和设计。目前大部分基于深度学习的SR方法基于卷积神经网络，如何利用其它类型网络的优势应用于图像超分辨率重建值得探索。一般来说，网络越深，效果越好，但会导致训练困难，如何权衡网络的复杂性和重建图像质量的关系。

2）针对特定应用场合的超分辨率算法。例如人脸、 文字、 指纹、 车牌这些专用场合中具有较多的先验知识，利用这些先验知识指导网络结构设计，代价函数构成以及训练方式的改进，得到的输出图像质量可能会有较大提高。

3）针对复杂的图像退化模型。实验中通常对高分辨率图像下采样得到低分辨率图片，而现实生活中获得的低分辨率图像通常存在运动变形、光学模糊、降采样以及噪声污染等复杂的降质问题。如何学习得到一个可以处理复杂图像退化模型的网络是未来可研究的方向之一。

4）大放大倍数的图像高分辨率重建。一般针对2倍，3倍放大因子的图像高分辨率重建取得不错的效果，当放大因子为4时效果急剧下降，放大因子更大时，现有方法无能为力。
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