接下来，我们将利用AC\_201…..中的数据来研究不同的factors 如（……）对于不同郡县的药物使用情况类型的影响。在这个过程中我们希望可以找到对于其影响最为显著的几个特征。并通过对其进行控制来改善每个郡县的药物使用状况，并且提出可能的决策建议。

首先通过观察我们发现数据中存在缺值，且存在较多的相互相关性很大的factors。为此为了优化建模结果以及便于筛选影响力最大的factors ，我们将对于数据进行预处理

I.Preprocessing:

……

II.Decision Tree:

对于以及通过数据清洗以及特征筛选的数据，我们选择采用数据挖掘分类模型中的决策树模型，他的目标为通过我们选取的特征尽量准确地预测郡县的药物使用分类（’Severe’, ‘Critical’, ‘Normal’, ‘Good’）。而我们使用这种分类器的原因是：决策树模型可以很好的排序出，在不同的情况之中，不同的factors（特征属性）对于分类的影响的优先级。模型的具体建立如下：

**II.1: Basic Priciple of Decision Tree:**

一棵决策树由一个根节点和若干内部节点以及叶节点构成。其中每个内部节点都具有若干子节点和父节点。而每一个叶节点代表了预测的结果，它只有父节点，而输出的是不同的分类结果。内部节点则代表了一次关于关于特定数据集的划分决策过程。既从父节点接受特定数据集并将数据集中的对象划分到自己的不同的子节点中。 根节点则包含所有的数据集。从根节点到叶节点的路径则代表了一个判定的序列。

而我们的目标是生成一个这样的决策树来表示我们的分类决策过程。其生成思路如下：

对于每一个节点，我们检视每一个从父节点接收到的对象。

1. 若全是同一类，则该节点成为叶节点，返回该类；
2. 若集合中的每一个对象的特征值都一样，则无法分类，则该节点成为叶节点，返回该集合中数量最多的类。
3. 在其他的情况下，我们将根据该集合的情况，选取一个最优的属性来划分集合，并生成对应的子节点。每一个子节点将接受该集合中，该特征属性取值相同的一组的子集合

我们可以看出，对于一棵决策树来说，最关键的步骤是对于内部节点进行最优划分特征属性的选取。既对于每一个对象，判定对于其分类结果影响力最大的一个特征属性。而这个划分属性的决策过程如下

**II.2 属性划分：**

首先，为了更好的做出划分决策，我们需要建立一些量来描述该节点的集合的数据分布

II.2.1.1 Entropy ( 信息熵 )

信息熵是用来确定随机变量的不确定性的量。假设X是一个有限取值的离散随机变量，而它的概率分布为：（行内公式）![](data:image/png;base64,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)

其中pi 为Xi 取值出现的概率，在该数据量级下，我们近似的使用在数据集中出现的频率来估算。而随机变量的X的信息熵的定义如下：（公式二）

**西瓜书公式4.1**

信息熵值越大，X的不确定性越大。而当我们用该值来描述某一个数据集的时候，我们考虑此处X为药品使用分类， 而pi为不同的分类 （Good, Normal…）在该集合的频率。那么我们可以得到，当信息熵值越小，该集合中的分类情况越集中于某一个特定分类，我们称其“纯度”（purity）越高。当Ent（D）= 0 时候，该集合中只有一个分类。那么，我们的决策目标则是尽可能的使得子节点的纯度提高

II.2.1.2 信息增益（Information gain）:

假定某一个离散属性A 具有 V 个不同的取值 {A\_1, A\_2, …A\_V}. 当我们选取A为划分该节点的属性，它将产生V个子节点，我们记为D^(k), k \in {1,2,…,V}。之后，我们可以根据**公式2，**计算出每一个子节点的信息熵。考虑到不同的节点的规模不同，我们给其赋予权重|D^(k)|/|D|。于是我们得以计算出，该划分决策的“信息增益”Gain(D, A)

起具体计算公式如下：

**西瓜书公式4.2**

不难得出，当该划分的信息增益越大，分类结果的子节点的纯度越高。所以我们将选取带来信息增益最大的特征属性为最优划分属性，并以此为标准划分子节点。

**II.3 连续值处理：**

在以上考虑的情况下， 我们考虑的都是有限离散的分布的特征属性。但在我们所要处理的情况下，大部分的特征属性变量都是连续变化的。为此我们需要对于该模型进行一些改进

II.3.1 连续属性离散化：

为了使得连续数据可以划分出有限个取值，我们将对于连续属性进行离散化处理。这里我们选取的方法是二分法。假设存在节点样本集 D 和连续属性 B， 而在数据集中，B 有N 个取值 {B\_1,B\_2, …… B\_N }. 那么我们可以设置一个划分点t， 使得B\_k 大于t 的集合生成一个子集 D\_t^+，小于t的生成一个子集 D\_t^-。那么，将得到N-1 个可能划分结果，因为在两个相邻取值B\_i, B\_(i+1)选取的任一值划分结果都是一样的。因此我们仍然可以得到有限个划分结果。并比较其信息增益。