The number of resources available in a system are limited and need to be shared across different processes/tasks. For the proper allocation of resources an operation system provides different techniques by which a user can allocate resources or restrict resources for few particular tasks.

**MultiTasking**

Multitasking is running multiple processes at the same time.

In a multi-processor system it implies that each core of processor is executing different tasks i.e. multiple tasks at the same time

Whereas in a single processor system the operating system schedules tasks in such a way that all the tasks are performed simultaneously i.e. each task gets a limited amount of Processor time, after the time expires the running task is suspended and another task is executed, The original task gets the resources again when all the tasks are given equal amount of processor time.

**Semaphore**

“A semaphore is a value in a designated place in operating system (or kernel) storage that each process can check and then change. Depending on the value that is found, the process can use the resource or will find that it is already in use and must wait for some period before trying again.”

Semaphores basically is a variable which indicates number of units of a particular resource that are available. Each semaphore(S) has two associated functions (P, V) which can only change the value of S.

A simple way to understand wait (P) and signal (V) operations is:

* wait: If the value of semaphore variable is not negative, decrements it by 1. If the semaphore variable is now negative, the process executing wait is blocked (i.e., added to the semaphore's queue) until the value is greater or equal to 1. Otherwise, the process continues execution, having used a unit of the resource.
* signal: Increments the value of semaphore variable by 1. After the increment, if the pre-increment value was negative (meaning there are processes waiting for a resource), it transfers a blocked process from the semaphore's waiting queue to the ready queue.

**Mutex**

“Mutex is a property of concurrency control, which is instituted for the purpose of preventing race conditions; it is the requirement that one thread of execution never enter its critical section at the same time that another, concurrent thread of execution enters its own critical section.”

Mutex refers to a variable that tells if a given resource is available or not. These are useful in cases where the resources are required exclusively by a single process. Suppose if there exists two tasks: writing and reading of data from memory. If both try to access memory at the same time there would be loss of data, for this one process should get exclusive access to the Memory after its execution the other task would gain access. It can be said that the 1st process blocks the resource for its exclusive use.

**Difference between Mutex and Semaphore**

1. Mutex is used to gain exclusive access to the resource whereas Semaphore is used to know number of units of a particular resource available.
2. A process which blocks the access to a resource can only unblock it in case of a Mutex.

**Deadlock**

“Deadlock occurs when two competing actions wait for the other to finish, and thus neither ever does.”

Deadlock is a situation when two different processes require resources owned by each other and cannot release the existing resources unless the required resources are obtained.

A deadlock situation can arise if and only if all of the following conditions (known as the Coffman conditions) hold simultaneously in a system

1. Mutual exclusion: at least one resource must be held in a non-shareable mode. Only one process can use the resource at any given instant of time.
2. Hold and wait or resource holding: a process is currently holding at least one resource and requesting additional resources which are being held by other processes.
3. No pre-emption: a resource can be released only voluntarily by the process holding it.
4. Circular wait: a process must be waiting for a resource which is being held by another process, which in turn is waiting for the first process to release the resource. In general, there is a set of waiting processes, P = {P1, P2, …, PN}, such that P1 is waiting for a resource held by P2, P2 is waiting for a resource held by P3 and so on until PN is waiting for a resource held by P1.

Solutions for Deadlock involve finding solution to anyone or all of the aforementioned conditions.

**LIVELOCK**

Livelock is a situation in which no actual job is done but the resources are being used it is the same as a DeadLock, except that processes are not blocked forever, they are being processed constantly by the CPU, but the system is slow because the lock has too much Containment, it is BottleNeck.

FreeRTOS is a set of files which are used which provides API to design and implement semaphore, Mutex, IPC and preventing Deadlock and livelock.

It also provides API’s for memory management S