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The postmodern world we live in today cannot comply with lack of information; as of 2021, around 2.5 quintillions of raw data are produced daily on the internet. Since even trying to mentally grasp this number proves troublesome to most people, a paradoxical situation arises: though access to most of this data is free, one cannot *humanely* benefit from such amounts of bits.[[1]](#footnote-0) Be they the latest news, culinary blogs posts or New Testament exegesis articles, one salient need arises: a manner in which someone can apprehend the most important ideas in a text without having to read it in its entirety. In common parlance, this is known as text *summarisation*.

Though traditionally the task of college students working on their papers and of researchers preparing their work to be published, the development of artificial intelligence, and, more generally, the increase in computers’ computation power made this endeavour suited to be passed on to machines. Thus, with the seminal paper of Luhn[[2]](#footnote-1) in the late fifties, a whole new field was uncovered in the AI: *automatic* text summarisation. But understanding the working structures of human language is no easy venture, since presenting the most relevant parts of a text in a coherent manner supposes both an understanding of the ideas presented and the skill of putting them coherently.[[3]](#footnote-2) Consequently, this and associated tasks fall in the category of the research field called *natural language processing*.

Categorization of automatic summaries has been done in several ways, which we will discuss in due course. Relevant at this moment is the fact that some of the methods are *blind*, ie. they do not take into consideration the type of text they analyze, while others specialize in highlighting the specific features of texts in various domains, like medical papers which have a (relatively) standard structure. What we aim with this study is to analyze several such blind summarisation techniques on very technical pieces of writing: articles from *Novum Testamentum*, a quarterly journal of exegesis published by Brill for more than half a century now, that features such unique features as words in Koine Greek (so non-English script) and in the field of hermeneutics, which are mostly in Latin and German. We hope that our effort will single out whether general automatic summarisation techniques can yield significant results when dealing with such narrow-field texts, and, if that is the case, which are the most relevant *non-*domain specific features of a text.
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