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# Importing Packages

library(readr)  
library(ggplot2)  
library(corrplot)

## corrplot 0.84 loaded

library(mlbench)  
library(reshape2)  
library(caret)

## Loading required package: lattice

library(caTools)  
library(sjPlot)

## Install package "strengejacke" from GitHub (`devtools::install\_github("strengejacke/strengejacke")`) to load all sj-packages at once!

library(sjmisc)  
library(car)

## Loading required package: carData

# Import data from SCVDataset

#Reading CSV file   
boston\_h=read.csv(file="C:/Users/azizi/Documents/CSVDatasets/Boston\_Housing.csv", sep = ",")

#Attribute Information  
str(boston\_h)

## 'data.frame': 506 obs. of 14 variables:  
## $ CRIM : num 0.00632 0.02731 0.02729 0.03237 0.06905 ...  
## $ ZN : num 18 0 0 0 0 0 12.5 12.5 12.5 12.5 ...  
## $ INDUS : num 2.31 7.07 7.07 2.18 2.18 2.18 7.87 7.87 7.87 7.87 ...  
## $ CHAS : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ NOX : num 0.538 0.469 0.469 0.458 0.458 0.458 0.524 0.524 0.524 0.524 ...  
## $ RM : num 6.58 6.42 7.18 7 7.15 ...  
## $ AGE : num 65.2 78.9 61.1 45.8 54.2 58.7 66.6 96.1 100 85.9 ...  
## $ DIS : num 4.09 4.97 4.97 6.06 6.06 ...  
## $ RAD : int 1 2 2 3 3 3 5 5 5 5 ...  
## $ TAX : int 296 242 242 222 222 222 311 311 311 311 ...  
## $ PTRATIO: num 15.3 17.8 17.8 18.7 18.7 18.7 15.2 15.2 15.2 15.2 ...  
## $ B : num 397 397 393 395 397 ...  
## $ LSTAT : num 4.98 9.14 4.03 2.94 5.33 ...  
## $ MEDV : num 24 21.6 34.7 33.4 36.2 28.7 22.9 27.1 16.5 18.9 ...

# Descriptive statistics

#summarize dataframe  
summary(boston\_h)

## CRIM ZN INDUS CHAS   
## Min. : 0.00632 Min. : 0.00 Min. : 0.46 Min. :0.00000   
## 1st Qu.: 0.08204 1st Qu.: 0.00 1st Qu.: 5.19 1st Qu.:0.00000   
## Median : 0.25651 Median : 0.00 Median : 9.69 Median :0.00000   
## Mean : 3.61352 Mean : 11.36 Mean :11.14 Mean :0.06917   
## 3rd Qu.: 3.67708 3rd Qu.: 12.50 3rd Qu.:18.10 3rd Qu.:0.00000   
## Max. :88.97620 Max. :100.00 Max. :27.74 Max. :1.00000   
## NOX RM AGE DIS   
## Min. :0.3850 Min. :3.561 Min. : 2.90 Min. : 1.130   
## 1st Qu.:0.4490 1st Qu.:5.886 1st Qu.: 45.02 1st Qu.: 2.100   
## Median :0.5380 Median :6.208 Median : 77.50 Median : 3.207   
## Mean :0.5547 Mean :6.285 Mean : 68.57 Mean : 3.795   
## 3rd Qu.:0.6240 3rd Qu.:6.623 3rd Qu.: 94.08 3rd Qu.: 5.188   
## Max. :0.8710 Max. :8.780 Max. :100.00 Max. :12.127   
## RAD TAX PTRATIO B   
## Min. : 1.000 Min. :187.0 Min. :12.60 Min. : 0.32   
## 1st Qu.: 4.000 1st Qu.:279.0 1st Qu.:17.40 1st Qu.:375.38   
## Median : 5.000 Median :330.0 Median :19.05 Median :391.44   
## Mean : 9.549 Mean :408.2 Mean :18.46 Mean :356.67   
## 3rd Qu.:24.000 3rd Qu.:666.0 3rd Qu.:20.20 3rd Qu.:396.23   
## Max. :24.000 Max. :711.0 Max. :22.00 Max. :396.90   
## LSTAT MEDV   
## Min. : 1.73 Min. : 5.00   
## 1st Qu.: 6.95 1st Qu.:17.02   
## Median :11.36 Median :21.20   
## Mean :12.65 Mean :22.53   
## 3rd Qu.:16.95 3rd Qu.:25.00   
## Max. :37.97 Max. :50.00

Data Exploration

1.a. Check for missing values in the dataset.

Answer: No missing values are found

#Searching NA in the dataframe  
which(is.na(boston\_h))

## integer(0)

# 1.b. Plot the distribution of MEDV. What do you observe?

Answer: It can be seen that data is not normally distrubited around the mean of MEDV

#Plot Histogram  
qplot(boston\_h$MEDV, geom="histogram", fill=I("seagreen"), binwidth=1)

![](data:image/png;base64,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)

1.c. Generate box-plots of the AGE (proportion of owner-occupied units built prior to 1940) and MEDV (median home value) attributes and identify the cutoff values for outliers.

#Generate Boxplot from AGE data  
boxplot(boston\_h$AGE,col=c("orange"),main="Boxplot of owner-occupied units built prior to 1940")
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#Generate boxplot from MEDV data  
boxplot(boston\_h$MEDV,col=c("orange"),main="Median Home Value")
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# 1.d.Generate a scatterplot of MEDV against AGE; comment on how inclusion of the outliers would affect a predictive model of median home value as a function of AGE.

Answer: IT is affecting definetely not postively as there can be observed more noise in the data.

#Generate Scatter for MEDV vs AGE  
plot(boston\_h$MEDV, boston\_h$AGE, type="p", pch=20, col="blue", lty=3)
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# 2. Try to fit an MLR to this dataset, with MEDV as the dependent variable. MEDV has a somewhat long tail and is not so Gaussian-like, so we will take a log transform, (use LMEDV = log(MEDV)), and then predict LMDEV instead. (You should convince yourself that this is a better idea by looking at the histograms and quantile plots to assess normality; however, no need to submit such plots). Keep the first 356 records as a training set (call it Bostrain) which you will use to fit the model; the remaining 150 will be used as a test set (Bostest). Use only LSTAT, RM, TAX, AGE and ZN as independent (predictor) variables and LMEDV as dependent (target) variable as follows when constructing a linear regression model:

#Convert MEDV data to log and split data into two parts  
boston\_h$LMEDV = log(boston\_h$MEDV)  
bos\_train<-boston\_h[1:356,]  
bos\_test<-boston\_h[357:506,]  
  
#Run regression with the given model   
options(scipen = 100, digits=4)  
fit1<-lm(LMEDV~LSTAT+RM+TAX+AGE+ZN, data=bos\_train)  
summary(fit1)

##   
## Call:  
## lm(formula = LMEDV ~ LSTAT + RM + TAX + AGE + ZN, data = bos\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.3740 -0.0826 -0.0102 0.0768 0.4542   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.3959826 0.1118531 12.48 < 0.0000000000000002 \*\*\*  
## LSTAT -0.0100329 0.0019904 -5.04 0.00000075 \*\*\*  
## RM 0.3251296 0.0151381 21.48 < 0.0000000000000002 \*\*\*  
## TAX -0.0005077 0.0001064 -4.77 0.00000269 \*\*\*  
## AGE -0.0007358 0.0003522 -2.09 0.037 \*   
## ZN -0.0000304 0.0003187 -0.10 0.924   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.129 on 350 degrees of freedom  
## Multiple R-squared: 0.825, Adjusted R-squared: 0.823   
## F-statistic: 331 on 5 and 350 DF, p-value: <0.0000000000000002

anova(fit1)

## Analysis of Variance Table  
##   
## Response: LMEDV  
## Df Sum Sq Mean Sq F value Pr(>F)   
## LSTAT 1 18.11 18.11 1086.68 < 0.0000000000000002 \*\*\*  
## RM 1 8.92 8.92 535.34 < 0.0000000000000002 \*\*\*  
## TAX 1 0.47 0.47 28.30 0.00000019 \*\*\*  
## AGE 1 0.09 0.09 5.32 0.022 \*   
## ZN 1 0.00 0.00 0.01 0.924   
## Residuals 350 5.83 0.02   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# 3. Do any variables have to be dropped because of multicollinearity?(Use VIF criteria to check for multicollinearity)

Answer: Favorably, all the values of VIF are way below critical point which implies that variables are independent and thus are not multicollinear.

# viffunction to check wether multicollinearity exists amoung variables  
vif(fit1)

## LSTAT RM TAX AGE ZN   
## 2.907 2.218 1.111 2.146 1.506

# 4.Report the coefficients obtained by your model. Would you drop any of the variables used in your model (based on the t-scores or p-values)?

Answer: From estimates it is clear that, for every unit increase of LSTAT, TAX, AGE, ZN, the predicted value of MEDV would be around -0.0100329, 0.0005077, 0.0007358, 0.0000304 units lower respectively. However, for every unit increase in RM, the MEDV is predicted to be 3.25 unit higher. Let’s test null hypothesis that the parameter is equal to zero. In our case coefficients having p values less than 0.05 or less LSTAT, TAX, AGE, ZN, RM are significant. This means that the slope and the t value are in the region of rejection for the null hypothesis.At the 0.05 level of signi???cance, there is evidence that the relationship between prior mentioned independent variables and MEDV indeed exists. While ZN is statistically insignificant as its p-values is higher than 0.05 therefore it is guilty one. Therefore I would drop ZN.

# 5.Rerun your regression model after removing variables (if any) based on your analysis in the previous question. What is the value of R2 ? What does it signify? What is the overall F-statistic and the corresponding p-value of this final model? What does it signify?

Answer: f few look at R square for goodness of fit, it shows around 83%. So, overall measure of strength association is relatively strong.This shows that the ???t of the regression line to the points is fairly good. An R square of 0.83 means that 0.83or 83% of the variation in the values of Y can be explained on the basis of the regression line. The explanation is a statistical one, meaning that 83% of the differences in MEDV’s rate in the di???erent provinces are explained statistically by di???erences in selected predictors

# 6. What is the overall F-statistic and the corresponding p-value of this final model? What does it signify?

Answer:The important step in a multiple regression analysis is to compute F-statistics and investigate associated p-value. The p-value for F-test is very small, that is smaller than 0.05 and therefore significant. It implies that our group of independent variables reliably predict the dependent variable. In other words, at least one of the predictors is related to the response, then it is natural to wonder which the guilty ones are (for that we looked at T-test above).R

#Regression analysis after removing variables  
fit2= lm(LMEDV~LSTAT+RM+TAX+AGE, data=bos\_train)  
summary(fit2)

##   
## Call:  
## lm(formula = LMEDV ~ LSTAT + RM + TAX + AGE, data = bos\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.3734 -0.0821 -0.0102 0.0764 0.4554   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.397163 0.111008 12.59 < 0.0000000000000002 \*\*\*  
## LSTAT -0.010045 0.001983 -5.07 0.00000066 \*\*\*  
## RM 0.324787 0.014685 22.12 < 0.0000000000000002 \*\*\*  
## TAX -0.000509 0.000106 -4.81 0.00000228 \*\*\*  
## AGE -0.000720 0.000312 -2.31 0.021 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.129 on 351 degrees of freedom  
## Multiple R-squared: 0.825, Adjusted R-squared: 0.823   
## F-statistic: 415 on 4 and 351 DF, p-value: <0.0000000000000002

# 7. Report the MSE obtained on Bostrain. How much does this increase when you score your model (i.e.,predict) on Bostest?

Answer: As it is indicated below, There is a slight increase in MSE for test data(bos\_test) compared to train data(bos\_train)

#Find MSE for the bos train  
MSE\_bostrain=mean(fit1$residuals^2)  
MSE\_bostrain

## [1] 0.01638

# model to predict MSE for bostest  
test\_predict = predict(fit1, bos\_test)  
MSE\_bostest= mean((bos\_test$LMEDV-test\_predict)^2)  
MSE\_bostest

## [1] 0.1781

# (Bonus 1 point). Use the stepwise regression considering to reach your final model (LMEDV as dependent variable and all but MEDV as independent variables). Try different model section criteria (i.e., AIC, Cp, BIC, adj R^2) and see if you can come up with the same model even with the different criteria. Determine the best model if you get different models with different criteria? We will consider a model that gives the highest accuracy (in terms of MSE) in the test set as the best model.

Answer: THe best model is as follows: lm(formula = LMEDV ~ ZN + INDUS + CHAS + NOX + RM + AGE + DIS + RAD + TAX + PTRATIO + B + LSTAT, data = bos\_train), however based on the MSE statistics the first model(fit3) is prefered.

#Determine the best model  
step(lm(LMEDV~.-MEDV,data=bos\_train))

## Start: AIC=-1578  
## LMEDV ~ (CRIM + ZN + INDUS + CHAS + NOX + RM + AGE + DIS + RAD +   
## TAX + PTRATIO + B + LSTAT + MEDV) - MEDV  
##   
## Df Sum of Sq RSS AIC  
## - CRIM 1 0.01 3.92 -1579  
## - INDUS 1 0.02 3.93 -1578  
## <none> 3.91 -1578  
## - CHAS 1 0.03 3.94 -1578  
## - ZN 1 0.03 3.94 -1577  
## - RAD 1 0.06 3.97 -1575  
## - NOX 1 0.10 4.01 -1571  
## - B 1 0.17 4.08 -1565  
## - AGE 1 0.28 4.19 -1556  
## - TAX 1 0.35 4.26 -1549  
## - LSTAT 1 0.40 4.31 -1546  
## - DIS 1 0.54 4.45 -1534  
## - PTRATIO 1 0.75 4.65 -1518  
## - RM 1 4.98 8.89 -1288  
##   
## Step: AIC=-1579  
## LMEDV ~ ZN + INDUS + CHAS + NOX + RM + AGE + DIS + RAD + TAX +   
## PTRATIO + B + LSTAT  
##   
## Df Sum of Sq RSS AIC  
## <none> 3.92 -1579  
## - INDUS 1 0.02 3.94 -1579  
## - ZN 1 0.03 3.95 -1578  
## - CHAS 1 0.03 3.95 -1578  
## - RAD 1 0.06 3.99 -1575  
## - NOX 1 0.09 4.01 -1573  
## - B 1 0.16 4.08 -1567  
## - AGE 1 0.28 4.20 -1556  
## - TAX 1 0.34 4.26 -1551  
## - LSTAT 1 0.39 4.31 -1547  
## - DIS 1 0.53 4.45 -1536  
## - PTRATIO 1 0.79 4.71 -1516  
## - RM 1 4.98 8.91 -1289

##   
## Call:  
## lm(formula = LMEDV ~ ZN + INDUS + CHAS + NOX + RM + AGE + DIS +   
## RAD + TAX + PTRATIO + B + LSTAT, data = bos\_train)  
##   
## Coefficients:  
## (Intercept) ZN INDUS CHAS NOX   
## 2.252477 0.000525 0.002057 0.035923 -0.309566   
## RM AGE DIS RAD TAX   
## 0.277508 -0.001666 -0.033316 0.009170 -0.000549   
## PTRATIO B LSTAT   
## -0.026638 0.000592 -0.009795

#Using the 1st model calculate MSE  
fit3=lm(LMEDV ~ (CRIM + ZN + INDUS + CHAS + NOX + RM + AGE + DIS + RAD +TAX + PTRATIO + B + LSTAT + MEDV) - MEDV, data=bos\_train)  
fit3\_predict = predict(fit3, bos\_train)  
mse\_fit3 = mean(bos\_train$LMEDV-fit3\_predict)^2  
  
#Using the 2st model calculate MSE  
fit4=lm(LMEDV ~ ZN + INDUS + CHAS + NOX + RM + AGE + DIS + RAD + TAX + PTRATIO + B + LSTAT, data= bos\_train)  
fit4\_predict = predict(fit4, bos\_train)  
mse\_fit4 = mean(bos\_train$LMEDV-fit4\_predict)^2  
  
#Print out all models MSE  
options(scipen = 100, digits=4)  
mse\_fit3

## [1] 0.000000000000000000000000000003758

mse\_fit4

## [1] 0.0000000000000000000000000000007779