1. Did one of the data sets prove more challenging than the others?

Nursery.csv is too big to see the whole tree. For the two small one, it works well.

1. What was the difference between training and test set accuracy? Was your tree badly overfitting on any of the data sets?
2. How did your decision tree perform in comparison to ZeroR?
3. Did it appear that any of the datasets were noisy or had other interesting issues?
4. Did the trees look very different (or have big differences in the sizes) between the different folds?