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I Part of figures in my slide come from the following links:
I CS231n: Convolutional Neural Networks for Visual Recognition
I Hung-yi Lee - 一一一日日日搞搞搞懂懂懂深深深度度度学学学习习习
I Kai-Ming He - Deep residual networks tutorial
I Xiu-Shen Wei - Must Know Tips/Tricks in Deep Neural Networks

I See my tutorial for more information.

I I’m a first-year graduate student at National Chiao-Tung University(NCTU).

Please feel free to contact me via e-mail1 if you have any questions or concerns.

1
fm.bigballon[at]gmail.com
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http://cs231n.stanford.edu/
http://speech.ee.ntu.edu.tw/~tlkagk/research.html
http://icml.cc/2016/tutorials/icml2016_tutorial_deep_residual_networks_kaiminghe.pdf
http://lamda.nju.edu.cn/weixs/project/CNNTricks/CNNTricks.html
https://zhuanlan.zhihu.com/p/28863709
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Artifical Intelligence → Just around us
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Machine Learning ≈ Looking for a Function

I Speech Recognition 2

I Image Recognition

I Playing Go

I Dialogue System

2
Figure from Hung-yi Lee — 一日搞懂深度学习

Wei Li Learn Convolutional Neural Network in One Day

http://speech.ee.ntu.edu.tw/~tlkagk/research.html
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Image Recognition - NARUTO

I Input(Training) data: 『NARUTO -ナルト-』’s image

I Then we build a model f (.) to predict an image is 『NARUTO -ナルト-』’s character or not.
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Image Recognition - NARUTO(cont.)

I We can use lots of methods to train our model

I But we only consider Convolution Neural Networks
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Neural Network

I An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way
biological nervous systems, such as the brain, process information.
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Neural Network(cont.)

I Fully connected neural network = input layer + hidden layer + output layer
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Backpropagation

I How to update weights? Back Propagation !
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Backpropagation(cont.)

I How to update weights? Back Propagation !
I Keyword: Chain Rule
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Convolutional Neural Network

I A Convolutional Neural Network (CNN) is comprised of one or more convolutional layers (often with a
subsampling step) and then followed by one or more fully connected layers as in a standard multilayer
neural network.
I Convolutional Layer
I Pooling Layer
I Fully-Connected Layer(exactly as seen in regular Neural Networks)
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Convolutional Layer(cont.)
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Convolutional Layer(cont.)

I Hyperparameters(P,S,F,K)

Wei Li Learn Convolutional Neural Network in One Day



At the first
Convolutional Neural Network

CNN Architectures
Training Tricks

Summary of CNN

Neural Network
Backpropagation
Convolutional Layer
Pooling Layer
ConvNet

Pooling Layer

I Max pooling

I Avg pooling

I L2-norm pooling

I ...
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Convolutional Neural Network Architectures

I LeNet-5

I AlexNet

I Network in Network

I VGG Network

I GoogLeNet

I Residual Network

I Wide Residual Network

I ResNeXt Network

I DenseNet

I Dual Path Network
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LeNet-5 - Overview

I The first successful applications of Convolutional Networks were developed by Yann LeCun in 1990’s.

I Paper: Gradient-Based Learning Applied to Document Recognition

I Project page: lecun-lenet
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http://yann.lecun.com/exdb/publis/pdf/lecun-98.pdf
http://yann.lecun.com/exdb/lenet/
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AlexNet - Overview

I The first work that popularized Convolutional Networks in Computer Vision

I ImageNet 2012 winner

I Paper: ImageNet Classification with Deep Convolutional Neural Networks
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http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks
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Network in Network - Mlpconv

I Paper: Network In Network

I Mlpconv layer
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https://arxiv.org/abs/1312.4400
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Network in Network - Global average pooling

I Global average pooling
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VGG Network - Overview

I Paper: Very Deep Convolutional Networks for Large-Scale Image Recognition

I Project page: Visual Geometry Group
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http://www.robots.ox.ac.uk/~vgg/
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VGG Network - Calculate params

I How to cal the params?
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VGG Network - Detail
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GoogLeNet - Overview

I Papers
I [V1]: Going Deeper with Convolutions
I [V2]: Accelerating Deep Network Training by Reducing Internal Covariate Shift
I [V3]: Rethinking the Inception Architecture for Computer Vision
I [V4]: Inception-v4, Inception-ResNet and the Impact of Residual Connections on Learning

Wei Li Learn Convolutional Neural Network in One Day

https://arxiv.org/abs/1409.4842
https://arxiv.org/abs/1502.03167
https://arxiv.org/abs/1512.00567
https://arxiv.org/abs/1602.07261
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GoogLeNet - Inceptions
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Residual Network - Overview

I Papers
I Deep Residual Learning for Image Recognition
I Identity Mappings in Deep Residual Networks
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https://arxiv.org/abs/1512.03385
https://arxiv.org/abs/1603.05027
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Residual Network - Residual Block
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Residual Network - Bottleneck
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Residual Network - Identity mapping
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Wide Residual Network - Overview

I Paper: Wide Residual Networks
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https://arxiv.org/abs/1605.07146
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ResNeXt Network - Overview

I Paper: Aggregated Residual Transformations for Deep Neural Networks
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https://arxiv.org/abs/1611.05431
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DenseNet - Overview

I Paper: Densely Connected Convolutional Networks
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https://arxiv.org/abs/1608.06993v3
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DenseNet - Detail

I DenseNet architectures for ImageNet
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DenseNet - Results

I Error rates on CIFAR and SVHN datasets
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Dual Path Networks - Overview

I Paper: Dual Path Networks

I Github: cypw/DPNs

I ResNet + DenseNet ⇒ Dual Path Networks

Wei Li Learn Convolutional Neural Network in One Day

https://arxiv.org/abs/1707.01629
https://github.com/cypw/DPNs
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Dual Path Networks - Detail
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Dual Path Networks - Results
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I Pre-Processing

I Data Augmentation

I Initializations

I Regularizations

I Fine-tune
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Data Augmentation
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Initializations

I Random Normal

I Random Uniform

I Lecun Uniform

I Glorot Normal
I It draws samples from a uniform distribution within [-limit, limit] where limit is sqrt(6 / (fan in +

fan out)) where fan in is the number of input units in the weight tensor and fan out is the number
of output units in the weight tensor.

I He Normal - Current Recommendation
I It draws samples from a truncated normal distribution centered on 0 with stddev = sqrt(2 /

fan in) where fan in is the number of input units in the weight tensor.
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Regularizations

I L1 regularization

I C = C0 +
λ
n

∑
w |w |

I L2 regularization(Weight Decay)

I C = C0 +
λ
2n

∑
w w2

I Dropout
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https://www.cs.toronto.edu/~hinton/absps/JMLRdropout.pdf
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