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**Deep Learning based Alzheimer & MCI Diagnosis Model**

**딥러닝 기반 알츠하이머, 경도인지장애 진단 모델 개발**
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| Page | Script |
| 1 | 안녕하세요. AI 부트캠프 15기 정경재입니다. 발표를 시작하겠습니다. |
| 2 | 발표 목차입니다.  준비한 내용이 많아서 최대한 빠르게 진행해 보도록 하겠습니다. |
| 3 | 서론입니다. |
| 4 | 우선 데이터 직무를 데이터 사이언티스트와 데이터 분석가로 설정하고 진행하였습니다.  의료 및 헬스케어 분야에서는 분류문제에 가장 많은 관심이 집중 되어 있기 때문에  이러한 트렌드에 맞추어 주제를 분류모델로 정하게 되었습니다. |
| 5 | 그럼 치매에 대해 잠시 살펴보면, 치매는 건망증과는 다른 엄연한 질병이며, 가장 흔한 원인 질환은 알츠하이머입니다. |
| 6 | 알츠하이머 치매는 뇌세포의 퇴화로 인해 치매 증상이 유발되는 질병이고, MRI 사진처럼 뇌가 쪼그라들어 있는게 특징입니다.  여기서 경도인지장애라는 용어는 낯설은 분들도 계실텐데, 건망증과 알츠하이머의 중간 단계, 즉 치매 전단계라 보시면 됩니다. |
| 7 | 그렇다면 이러한 연구가 왜 필요하며, 왜 굳이 딥러닝을 적용해야하는지를 살펴보겠습니다.  경도인지장애를 예측하는 것은 예방 차원에서도 매우 중요합니다.  알츠하이머 진단에 있어서 가장 결정적인 것은 뇌 촬영 검사인데, 일반적인 통계나 머신러닝으로는 한계가 있습니다.  이러한 한계를 극복 할 수 있는 것이 바로 딥러닝입니다. |
| 8 | 따라서 이번 프로젝트에서는 의료영상이미지로 알츠하이머와 경도인지장애를 진단하는 모델 개발을 주제로 삼게 되었고,  이번 프로젝트의 목표 및 가설은  메타데이터 분석을 통한 트렌드를 파악  이미지 데이터를 통한 모델링  모델 개선,  그리고 검증과 예측을 진행하는 것입니다. |
| 9 | 이번 프로젝트의 딥러닝 파이프라인입니다.  다음과 같은 순서로 진행되었고, 이제 단계 별로 자세히 살펴보겠습니다. |
| 10 | 우선 글로벌 알츠하이머 종단 연구 사업인 ADNI의 데이터를 기반으로 진행하였고, |
| 11 | 추적관찰이 목적이 아니기 때문에 Baseline 데이터를 이용하였습니다.  이미지 데이터는 캐글에 이를 추려낸 데이터셋이 있어서 다운로드해서 진행했습니다. |
| 12 | 우선 메타 데이터는 특성 공학을 통해 가공하여 분석을 진행했습니다.  캐글에서 다운로드 한 MRI 이미지 데이터를 ADNI에서 직접 확인해본 결과, 간뇌 쪽의 데이터를 추려 냈음을 알 수 있었습니다. |
| 13 | 먼저 메타데이터로 트렌드를 파악해보았고, 분석 결과를 대시보드로도 만들어 보았습니다. |
| 14 | 우선 진단 그룹별로 살펴보면 경도인지장애의 비율이 가장 높은 비율을 차지합니다. |
| 15 | 성별분포는 거의 비슷했고 |
| 16 | 나이대 별로는 전반적으로 정규분포에 가까운 분포를 보입니다. |
| 17 | 이러한 결과들을 반영하여 대시보드로 구현하였습니다.  간단하게 살펴보면, (클릭)  스코어 카드들이 있고, 클릭해보시면 모든 차트들이 상호작용 하는 것을 확인 할 수 있지요.  자 그럼 다시 돌아와서… |
| 18 | 본격적으로 모델링을 진행해 보도록 하겠습니다. |
| 19 | 총 세가지 모델의 모델링은 코랩 환경에서 진행되었습니다. |
| 20 | 모델은 CNN으로 정하였는데, 그 이유는 CNN이 이미지 데이터 분석에는 가장 적합한 모델이라 판단했기 때문입니다. |
| 21 | 모델들은 전처리 부분부터 분류 부분까지 모델에 포함시키는 구조로 구성하였습니다. |
| 22 | 우선 구글 드라이브에 저장한 이미지 데이터들을 불러옵니다. |
| 23 | 불러온 데이터에 대한 비율을 확인하고, 이미지를 시각화 했습니다. |
| 24 | 그 다음으로 데이터 누수를 방지하기 위해 데이터를 분리합니다.  데이터수가 충분히 커서 교차검증이 아닌 3way 홀드아웃으로 8:1:1 비율로 분리해 검증 및 예측을 진행했습니다. |
| 25 | 모델의 앞부분은 전처리 레이어로 구성했습니다.  이미지 크기와 픽셀 범위를 정규화 했고  훈련 데이터셋에만 적용되는 데이터 증강기법을 적용하였습니다. |
| 26 | 그럼 첫번째로 가장 기본적인 바닐라 CNN 모델링을 진행하겠습니다. 구조 설명은 생략하겠습니다. |
| 27 | 평가지표는 어큐러씨를 기준으로 했습니다. |
| 28 | 검증 스코어는 0.88 정도로 나왔고 모델을 파일로 저장했습니다. |
| 29 | 이젠 성능을 개선해 보도록 하겠습니다.  전이학습은 가장 많이 쓰이는 ResNet 사전학습모델로 진행했습니다. |
| 30 | 가중치가 학습되지 않게 설정했고 분류기 레이어를 설계하여 진행했습니다. |
| 31 | 학습을 진행해본 결과, 오히려 성능이 하락하는 네거티브 전이가 일어났기 때문에 모델 저장을 진행하지 않았습니다. |
| 32 | 네거티브 전이란, 관련성이 낮은 태스크로 전이학습을 시도하면 성능이 하락하는 현상을 네거티브 전이라고 합니다.  예를 들어 설명해 보겠습니다.  만약 라면을 요리하고 이게 라면이 맞는지 확인하는 태스크가 있다고 해봅시다.  요리 경험이 적은 초보자는 기본 조리법대로 끓일 것이고, 이는 라면이라 판단 하기 쉬울 겁니다.  그러나 다양한 요리에 대한 경험이 많은 요리사는 더 복잡한 레시피로 끓일 것이고, 그림과 같은 요리가 만들어 졌을 때는 이걸 라면이라 해야할지 판단하기 어려울 것입니다.  이처럼 때로는 전이학습을 진행하지 않은 경우가 오히려 더 좋은 결과로 이어 질 수 있다는 것이죠. |
| 33 | 튜닝 과정입니다.  튜닝할 파라미터는 컨볼류젼 층의 필터 수와 분류기 은닉층의 노드 수로 지정했습니다. |
| 34 | 튜닝은 케라스 튜너로 진행하였습니다. |
| 35 | 튜닝 후에는 더 이상 코랩 GPU를 이용할 수 없었기 때문에, 최적화 된 모델을 저장하였습니다. |
| 36 | 이제 최종 모델링을 마무리하겠습니다. |
| 37 | 로컬에서 진행이 되었고 |
| 38 | 저장했던 모델을 불러오고 컴파일은 동일하게 설정합니다.  이번에는 가장 성능 좋은 모델을 저장하고 성능이 5번이상 개선이 안되면 학습을 중단하도록 콜백 함수를 지정하였습니다. |
| 39 | 검증 스코어가 무려 0.996이 나왔습니다. 만족스럽네요. |
| 40 | 최종 모델에 대한 일반화 가능성을 살펴보니, 차이가 크지 않아 일반화도 잘 된 것 같습니다. |
| 41 | 이젠 예측을 통해 튜닝 전후 모델들을 비교 분석해보도록 하겠습니다. 분석을 마친 뒤엔 가상환경을 다른 환경에서도 사용할 수 있도록 텍스트 문서를 만들고, 테스트도 완료했습니다. |
| 42 | 학습에는 이용되지 않은 테스트 데이터셋을 예측에 이용했고, |
| 43 | 일단 12개의 이미지를 예측해보았습니다.  튜닝을 거치지 않은 모델에서는 틀리게 예측한 경우도 보이고, 맞게 예측을 해도 얼마나 확신을 가지고 예측 값을 판단했는지를 나타내는 수치인 Confidence값이 낮게 나오는 데이터들이 보입니다.  튜닝을 거친 최종 모델에서는 예측 정확도와 confidence 모두 개선 되었습니다. |
| 44 | 전체 테스트 데이터셋으로 예측을 진행해도  최종 모델이 모든 수치에서 높은 성능을 나타내고 있습니다. |
| 45 | 결론입니다. |
| 46 | 중요한 부분만을 요약해보면,  서론에서는 프로젝트의 필요성을 살펴봤고, 데이터셋을 선정하고 메타데이터를 분석하였습니다.  모델링은 CNN 모델로 진행했고, 전이학습 모델에서는 네거티브 전이가 일어났었습니다.  테스트 데이터로 예측한 결과 만족스러운 성능과 일반화 가능성이 나타났습니다. |
| 47 | 이번 프로젝트의 한계점과 추후 발전 방향을 살펴보면,  알츠하이머에 국한된 모델이기 때문에 다른 치매 유발 요인에 대한 추가분석이 이뤄질 수 있을 것 같고,  한정된 MRI 이미지 데이터를 사용했기 때문에 분석 범위를 넓혀서 분석해볼 수 있을 것이라 봅니다.  그리고 데이터 증강기법을 두가지만 썼는데, 좀더 다양한 증강 기법으로 모델을 더 굳건히 만들 수도 있을 것 같고,  학습에 이용하지 않은 테스트 데이터셋으로 예측을 진행했지만, 다른 기관에서 측정한 MRI 데이터로도 일반화가 되는지도 추가 분석 해볼수 있을 것같습니다. |
| 48 | 마지막으로,  본 프로젝트는 의료영상이미지로 알츠하이머, 경도인지장애, 정상으로 분류하는 딥러닝 모델을 개발하는 과정을 다루고 있으며,  이러한 모델을 알츠하이머 위험군을 선별하는데 활용하여 적극적인 예방을 실시 할 수 있을 것이라 생각하고  또한 이를 진단에 활용하여 좀 더 정확한 진단을 내리는 데에도 활용 할 수 있을 것이라 봅니다.  본 프로젝트 및 섹션에 대한 느낀점을 간략하게 말씀 드리자면  우선 많은 것들을 배울 수있어서 뿌듯했고, 성능도 높게 나타나서 만족스러웠습니다.  아쉬운점은 컴퓨터 사양의 한계로 코랩을 주로 이용했는데, 코랩이 생각보다 불편했어서  컴퓨터 사양에 대한 아쉬움이 남아 있는것을 꼽을 수 있을 것 같습니다. |
| 49 | 이상으로 발표를 마치도록 하겠습니다. 감사합니다. |