基于SVM的数据分类

# 摘要

本文基于支持向量机SVM模型分别对鸢尾花数据集IRIS和MNIST手写字体数据集进行了分类。本文基于python语言，使用机器学习包sklearn进行了实验。在未调参的情况下，前者识别准确率达到了100%。考虑到前者数据量较小，本文继续对后者进行了实验，在未调参的情况下，准确率得到了94.46%，经过对参数gamma和C的调整，在gamma=0.03，C=100的情况下手写字体识别正确率达到了较高的98.57%。同时本文对不同的gamma和c进行了实验，给出了对应的识别准确率数据。另外，通过查阅文献，在核函数的选择上，高斯核函数在分类准确率上有较好的效果，本文也通过实验验证了这个结论，在同样条件下， 高斯核函数rbf的识别准确率高于线性核函数linear。本文同样

# 引言

支持向量机SVM模型在分类上有广泛的应用。鸢尾花数据集IRIS和手写字体数据集MNIST是测试分类算法的准确率常用的两个数据集，并且是小数据和大数据的代表。本文基于SVM模型对上述的两个数据集进行分类准确率的实验，实验基于python的sklearn包中的svm进行。本文根据具体的实验，将从以下几个方面介绍实验的工作。第一部分：问题描述，本部分将解释使用SVM进行数据分类的原因。第二部分：数据来源和处理，该部分将介绍IRIS数据源和MNIST数据源的信息，同时会着重介绍后者的处理方式。第三部分：在实验中使用的包，由于本文使用python语言进行建模，这部分会介绍数据处理包numpy和pandas，可视化包matplotlib， 机器学习包sklearn。第四部分：建模过程和分析，该部分会介绍如何根据处理好的IRIS数据和MNIST手写字体数据使用sklearn中的SVM来进行建模，同时介绍了建模的调参过程。同时，这里介绍了不同参数下的耗时的信息，并做了简要的分析。第五部分：模型运行结果，该部分展示模型运行结果显示的屏幕截图。

# 1 问题描述

问题背景：

手写体数字识别是图像处理与模式识别中具有较高实用价值的研究热点。手写体数字识别就是让计算机模拟人自动识别纸张上的手写体阿拉伯数字。传统的手写体数字识别技术如人工分类、神经网络、决策树等识别方法普遍存在识别速度较低、识别正确率不高等问题，因此本实验使用了一种基于支持向量机(Support Vector Machine，SVM)的快速手写体数字识别方法。

该方法通过各类别在特征空间中的可分性强度确定SVM 最优核参数，快速训练出SVM 分类器对手写体数字进行分类识别。由于可分性强度的计算是一个简单的迭代过程，所需时间远小于传统参数优化方法中训练相应SVM 分类器所需时间，故参数确定时间被大大缩减，训练速度得到相应提高，从而加快了手写体数字的识别过程，同时保证了较好的分类准确率。通过对MNIST 手写体数字库的实验验证，结果表明该算法是可行有效的。IRIS数据集是一个测试分类模型准确性的小数据代表数据集。使用SVM模型来对IRIS进行分类也达到了较好的效果。

# 2 数据来源和处理

本部分主要介绍了数据来源或者搜集过程，数据量，数据的预处理手段等。

## 2.1 MNIST数据集

MNIST（Mixed National Institute of Standards and Technology database）数据集来自美国国家标准与技术研究所， National Institute of Standards and Technology (NIST)。训练集 (training set) 由来自 250 个不同人手写的数字构成，其中 50% 是高中学生， 50% 来自人口普查局 (the Census Bureau) 的工作人员，测试集(test set) 也是同样比例的手写数字数据。

MNIST 数据集可在 http://yann.lecun.com/exdb/MNIST/获取，它包含了四个部分：

Training set images: train-images-idx3-ubyte.gz (9.9 MB，解压后47 MB，包含60,000 个样本)；

Training set labels: train-labels-idx1-ubyte.gz (29 KB，解压后60 KB，包含60,000 个标签)；

Test set images: t10k-images-idx3-ubyte.gz (1.6 MB，解压后7.8 MB，包含10,000 个样本)；

Test set labels: t10k-labels-idx1-ubyte.gz (5KB，解压后10 KB，包含10,000 个标签)。

MNIST数据集包含70000张手写数字的灰度图片，其中每一张图片包含 28 \* 28 个像素点。数据集被分成两部分：60000 行的训练数据集（MNIST.train）和10000行的测试数据集(MNIST.test)。其中，60000 行的训练集分拆为 55000 行的训练集和 5000 行的验证集。60000行的训练数据集是一个形状为 [60000,784] 的张量，第一个维度数字用来索引图片，第二个维度数字用来索引每张图片中的像素点。在此张量里的每一个元素，都表示某张图片里的某个像素的强度值，值介于0和1之间。在此张量里的每一个元素，都表示某张图片里的某个像素的强度值，值介于0和1之间。

每一张图片都有对应的标签，标签是介于0到9的数字，也就是图片对应的数字，称为 "one-hot vectors"。一个 one-hot 向量除了某一位的数字是1以外其余各维度数字都是0。例如，数字3将表示成一个只有在第3维度（从0开始）数字为1的10维向量。比如，标签0将表示成 ( [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] )。因此，其标签是一个 [60000, 10] 的数字矩阵。

## 2.2 MNIST数据集处理

MNIST手写体数字库是大小为28px\*28px的图片数据，所以需要将手写体数字图像转换成向量。用numpy向量来表示图像数据，以便训练和测试模型。首先，将图像数据灰度化处理，每个像素点用一个灰度值表示。在这里，我们就将28\*28的像素展开成一个一维的行向量，这些行向量就是图片数组里的行（每行784个值）。然后将其存入numpy数组中。依次解析所有的图片数据，得到了60000\*784的一个二维矩阵。

## 2.3 IRIS数据集

IRIS数据集是常用的分类实验数据集，首次出现在著名的英国统计学家和生物学家[Ronald Fisher](https://en.wikipedia.org/wiki/Ronald_Fisher) 1936年的论文《The use of multiple measurements in taxonomic problems》中，由Fisher收集整理。IRIS也称鸢尾花卉数据集，是一类多重变量分析的数据集。数据集包含150个数据集，分为3类，每类50个数据，每个数据包含4个属性。可通过花萼长度，花萼宽度，花瓣长度，花瓣宽度4个属性预测鸢尾花卉属于（Setosa，Versicolour，Virginica）三个种类中的哪一类。

数据链接参见：<http://archive.ics.uci.edu/ml/machine-learning-databases/IRIS/IRIS.data>。

# 3 使用的包

本实验主要使用了pandas、numpy、matplotilb、sklearn包。

## 3.1 numpy

numpy是Python的一个扩展包，语法和Matlab有很多相似之处。它支持高维数组和矩阵运算，也提供了许多数组和矩阵运算的函数。另外，它在数组和矩阵运算方面速度很快，效率很高，对数组的运算都可以算在每个元素上。Numpy提供了许多高级的数值编程工具，如矩阵数据类型、矢量处理，以及精密的运算库，专为进行严格的数字处理而产生。

## 3.2 pandas

pandas是基于 Numpy 构建的含有更高级数据结构和工具的数据分析包，类似于 Numpy 的核心是 ndarray，pandas也是围绕着 Series和DataFrame 两个核心数据结构展开的。Series和DataFrame分别对应于一维的序列和二维的表结构。Series可以看做一个定长的有序字典，基本任意的一维数据都可以用来构造 Series对象。DataFrame是一个表格型的数据结构，它含有一组有序的列，每列可以是不同的值类型，基本上可以把 DataFrame 看成是共享同一个index的 Series的集合。

## 3.3 matplotilb

matplotilb是python的绘图包，与matlab的绘图功能类似。matplotlib 是第一个python可视化程序库，有许多别的程序库都是建立在它的基础上或者直接调用它。使用matplotlib可以绘制条形图，散点图，直方图，箱线图等等。本实验在调试参数的时候，使用该软件包进行了绘图。

## 3.4 sklearn

sklearn是基于 Numpy，SciPy和matplotlib的一个机器学习算法库，设计的非常优雅，它让我们能够使用同样的接口来实现所有不同的算法调用，里面对一些常用的机器学习方法进行了封装，在进行机器学习任务时，并不需要每个人都实现所有的算法，只需要简单的调用sklearn里的模块就可以实现大多数机器学习任务。本文使用的SVM是机器学习算法库里面的一个重要的函数。

# 4 建模过程分析

## 4.1 数据的特征提取及分析

本文处理IRIS数据集的时候，将数据集的每条记录处理成一个数组，花的分类处理成一个标签。这两者是对应的，这个数据就是需要的关键参数。本文在选择训练数据和测试数据的时候，对每组随机选取了45条作为训练数据，剩下的5条作为测试数据。对于MNIST数据集，本文将图片对应的数据解析成对应个数的(28\*28,1)的向量，再灰度化处理。对应的数字标签就是一个数，例如1，2，3等。这样，对于训练数据，我们会得到一个60000\*784的一个数组，对应的是60000个0-9数字。这两个数据，即图片对应的28\*28的灰度数据以及对应的标签就是关键的特征，测试数据对应的这两部分也是关键的特征。在计算准确率的时候，使用训练数据的图片对应的灰度化数据使用机器进行训练得到训练的结果，与训练数据的标签进行比较得到准确率。

## 4.2 调参

查看一个本文在进行IRIS数据集的训练过程中返回的参数信息：

SVC(C=1.0,cache\_size=200,class\_weight=None,coef0=0.0,

decision\_function\_shape='ovr', degree=3, gamma='auto', kernel='rbf',max\_iter=-1, probability=False, random\_state=None, shrinking=True,tol=0.001, verbose=False)

从上面的返回信息可以看到，在默认状态下的参数以及参数的具体数据。下面是这些参数中的一些参数的介绍。

C：C-SVC的惩罚参数C，默认值是1.0

C越大，相当于惩罚松弛变量，希望松弛变量接近0，即对误分类的惩罚增大，趋向于对训练集全分对的情况，这样对训练集测试时准确率很高，但泛化能力弱。C值小，对误分类的惩罚减小，允许容错，将他们当成噪声点，泛化能力较强。

**kernel** ：核函数，默认是rbf，可以是‘linear’， ‘poly’， ‘rbf’， ‘sigmoid’， ‘precomputed’

  　　0 – 线性：u'v

 　　 1 – 多项式：(gamma\*u'\*v + coef0)^degree

  　　2 – RBF函数：exp(-gamma|u-v|^2)

  　　3 –sigmoid：tanh(gamma\*u'\*v + coef0)

本实验中默认使用的是rbf函数，本文也尝试使用linear函数，后文实验中给出了将核函数修改成linear的时候的准确率。根据MNIST数据集页面上指示的结果数据，本文同样测试了kernal为poly的时候的准确率。

**degree** ：多项式poly函数的维度，默认是3，选择其他核函数时会被忽略。本文在实验中选用了核函数为多项式函数。并赋予其不同的参数。

**gamma** ：’rbf’，‘poly’ 和‘sigmoid’的核函数参数。默认是’auto’，则会选择1/n\_features

**coef0** ：核函数的常数项。对于‘poly’和 ‘sigmoid’有用。

**probability ：**是否采用概率估计。默认为False

**shrinking** ：是否采用shrinking heuristic方法，默认为true

**tol ：**停止训练的误差值大小，默认为1e-3

**cache\_size** ：核函数cache缓存大小，默认为200

**class\_weight** ：类别的权重，字典形式传递。设置第几类的参数C为weight\*C(C-SVC中的C)

**verbose** ：允许冗余输出。

**max\_iter** ：最大迭代次数。-1为无限制。

**decision\_function\_shape** ：‘ovo’， ‘ovr’ or None， default=None3

**random\_state** ：数据洗牌时的种子值，int值

主要调节的参数有：C、kernel、degree、gamma。本文针对上面的一些特点，主要对参数C，kernel，degree，gamma进行了调整，而且是采用了控制变量的方法，在其余参数不变的条件下，单独改变一个参数，查看在该参数变化的时候准确率的变化情况。

## 4.3 模型的调整

本文基于原始的SVM模型进行训练，在模型训练的过程中，多次调整其中的参数，主要是对其中的C，kernel，degree，gamma四个参数进行调整，在模型本身上并未进行大的调整。

## 4.4 结果分析

### 4.4.1 IRIS数据集

本文使用sklearn中SVM默认设置的参数，分别使用函数loadIRIS()和loadflags()加载数据和标签。使用训练数据trainIRIS.txt分别获取到对应的数据和标签，然后用SVM的机器进行训练。

def loadIRIS(p):

f=open(p,'r')

lines=f.readlines()

datamat=[]

for line in lines:

a=[]

for i in range(len(line.split(','))-1):

a.append(float(line.split(',')[i]))

datamat.append(a)

return np.array(datamat)

'''获取数据集的标签信息'''

def loadflags(p):

f=open(p,'r')

lines=f.readlines()

flags=[]

for line in lines:

flags.append(line.strip().split(',')[-1])

return flags

查看训练得到的机器：

SVC(C=1.0, cache\_size=200, class\_weight=None, coef0=0.0,

decision\_function\_shape='ovr', degree=3, gamma='auto', kernel='rbf'，

max\_iter=-1, probability=False, random\_state=None, shrinking=True,

tol=0.001, verbose=False)

从上面的参数，结合前面的调参的分析，可知道，这里C=1,0，核函数为’rbf’，gamma=’auto’，然后我们使用这个机器来训练数据，查看准确率： ![](data:image/png;base64,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)

这里着重介绍的是，训练数据是原始数据中没类抽出45项，测试数据为剩下的5项组成的数据集。从这里看出，使用SVM算法，训练的准确率达到了100%。

### 4.4.2 MNIST数据集

针对MNIST数据集，我们首先使用两个函数将数据处理成对应的数字。分别是图像对应的数据和图像对应的标签。下面两个函数分别是处理的函数：

def get\_images(filename, bol=False, length=10000):

# Parameters -

# 1. filename – FORMAT: filepath/filename

# 2. bol - (default -False)-- get images for full length or not

# 3. length of input images (default=10000)

length = length\*784

with open(filename,'rb') as f:

byte\_=f.read()

i = 16

data = []

while True:

byte = byte\_[i:i+1]

if len(byte) == 0:

break

if i == length+16 and bol==False:

break

val = int.from\_bytes(byte,byteorder='big', signed=False)

data.append(val/255)

i=i+1

return data

# Input Lables 这是MNIST数据集的标签处理函数

def get\_labels(filename):

# Parameters -

# 1. filename – FORMAT: filepath/filename

with open(filename,'rb') as f:

byte\_=f.read()

i = 8

data = []

while True:

byte = byte\_[i:i+1]

if len(byte) == 0:

break

hexadecimal = binascii.hexlify(byte)

decimal = int(hexadecimal, 16)

data.append(decimal)

i = i+1

return data

在这两个函数的基础上，将MNIST数据集中的训练数据和标签解析后进行训练，得到相应的机器。在参数未经任何调整的情况下。得到的机器参数为：

SVC(C=1.0, cache\_size=200, class\_weight=None, coef0=0.0,

decision\_function\_shape='ovr', degree=3, gamma='auto', kernel='rbf',

max\_iter=-1, probability=False, random\_state=None, shrinking=True,

tol=0.001, verbose=False)

训练得到的准确率为： 0.9446
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查看得到在sklearn中的SVM的调参的方式，我们首先将核函数修改为’linear’.clf = svm.SVC(kernel='linear')，训练得到的准确率为：

在同样的参数下

本文通过调研发现，参数kernal选择’rbf’较为明智的，根据Andrew Ng的相关机器学习的讲稿文献，其在训练模型时，选择的核函数均为‘rbf’，本文基于这一点，重点调整两个参数gamma和C。下面的实验分别是在核函数为’rbf’， 固定gamma=0.03改变C和固定C=100改变gamma和的情况下对应的训练时间(s)和准确率：

首先是在gamma=0.03的时候改变C，C从0.01变化到20，准确率是增加的。在C=20之后，准确率不再改变，达到了98.57%的较高值，实验结果如表4-1和图4-1所示。参考MNIST数据集中的介绍，在高斯核，SVM算法对MNIST数据的分类误差率为1.4%，可见准确率达到了传统SVM算法的实验最高值。从训练时间上，在C比较小的时候，耗时很长，准确率也不好，可见C较小是一种较不经济的选择。在C从1开始后，训练与测试的耗时变化不大，可见模型对C在1之后不敏感。这对实验控制变量选择C固定(例如C=100)提供了依据。

|  |  |
| --- | --- |
|  |  |
| 表4-1 gamma=0.03，C改变对应的准确度和耗时 |  |
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图4-1 gamma=0.03，C与准确度图示

接下来我们对C=100，gamma改变的情况下的准确度和耗时进行实验，并得到如下的结果，如表4-2和图4-2所示。

|  |  |
| --- | --- |
|  |  |
| 表4-2 C=100，gamma改变对应的准确度 和耗时 |  |
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图4-2 C=100，gamma改变对应的准确度和耗时

从上面的实验结果可以看到，在C=100时，随着gamma从0.01改变到0.03，模型的准确率在增加，并在gamma=0.03的时候达到最大98.57%，随后，随着gamma的增大，准确率下降，同时训练耗时大大增加。这表明随着gamma的增大，计算的消耗大大增加，并且训练效果下降。通过上面两个实验，可见gamma=0.03，C取1-100之间，模型的准确率达到最大98.57%。

### 和其他模型（baseline）的对比分析

# 5 模型运行和结果显示的屏幕截图

# 6 改进的手段和措施

# 参考文献

1. 李航《统计学习方法》第七章-《用Python实现支持向量机模型》
2. 周志华《机器学习》第六章《支持向量机》

3. http://yann.lecun.com/exdb/MNIST/

代码信息：https://github.com/marinajacks/SVM-MNISTS.git