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## The Data: Cardiotocographic

The data is a medical data compiled by cardiologists on patients to determine the heart disease. Target variable from the data is NSP. NSP is coded: 1- Normal patient 2- Suspect 3- Pathology.

There are total of 22 variables in the data with 2127 rows i.e. the number of patients sampled.

# Objective of the Analysis

The objective is to build a Decision Tree to predict the heart disease of the a patient with the variable highlighted.

# The Step:

To start our Analysis, let load the data and do some exploratory analysis on it.

Let get started!

Note, the target variable NSP is an integer but it should be factor. So, let create another column in our dataset convert it to factor.

heart$NSP\_factor = as.factor(heart$NSP)

Now, we have converted our target variable to character showing 1:normal, 2:suspect and 3:pathology.

## Exploration of the Data

Let start with the summary statistics of the data

summary(heart[,1:21])

## LB AC FM UC   
## Min. :106.0 Min. :0.000000 Min. :0.000000 Min. :0.000000   
## 1st Qu.:126.0 1st Qu.:0.000000 1st Qu.:0.000000 1st Qu.:0.001876   
## Median :133.0 Median :0.001630 Median :0.000000 Median :0.004482   
## Mean :133.3 Mean :0.003170 Mean :0.009474 Mean :0.004357   
## 3rd Qu.:140.0 3rd Qu.:0.005631 3rd Qu.:0.002512 3rd Qu.:0.006525   
## Max. :160.0 Max. :0.019284 Max. :0.480634 Max. :0.014925   
## DL DS DP ASTV   
## Min. :0.000000 Min. :0.000e+00 Min. :0.0000000 Min. :12.00   
## 1st Qu.:0.000000 1st Qu.:0.000e+00 1st Qu.:0.0000000 1st Qu.:32.00   
## Median :0.000000 Median :0.000e+00 Median :0.0000000 Median :49.00   
## Mean :0.001885 Mean :3.585e-06 Mean :0.0001566 Mean :46.99   
## 3rd Qu.:0.003264 3rd Qu.:0.000e+00 3rd Qu.:0.0000000 3rd Qu.:61.00   
## Max. :0.015385 Max. :1.353e-03 Max. :0.0053476 Max. :87.00   
## MSTV ALTV MLTV Width   
## Min. :0.200 Min. : 0.000 Min. : 0.000 Min. : 3.00   
## 1st Qu.:0.700 1st Qu.: 0.000 1st Qu.: 4.600 1st Qu.: 37.00   
## Median :1.200 Median : 0.000 Median : 7.400 Median : 67.50   
## Mean :1.333 Mean : 9.847 Mean : 8.188 Mean : 70.45   
## 3rd Qu.:1.700 3rd Qu.:11.000 3rd Qu.:10.800 3rd Qu.:100.00   
## Max. :7.000 Max. :91.000 Max. :50.700 Max. :180.00   
## Min Max Nmax Nzeros   
## Min. : 50.00 Min. :122 Min. : 0.000 Min. : 0.0000   
## 1st Qu.: 67.00 1st Qu.:152 1st Qu.: 2.000 1st Qu.: 0.0000   
## Median : 93.00 Median :162 Median : 3.000 Median : 0.0000   
## Mean : 93.58 Mean :164 Mean : 4.068 Mean : 0.3236   
## 3rd Qu.:120.00 3rd Qu.:174 3rd Qu.: 6.000 3rd Qu.: 0.0000   
## Max. :159.00 Max. :238 Max. :18.000 Max. :10.0000   
## Mode Mean Median Variance   
## Min. : 60.0 Min. : 73.0 Min. : 77.0 Min. : 0.00   
## 1st Qu.:129.0 1st Qu.:125.0 1st Qu.:129.0 1st Qu.: 2.00   
## Median :139.0 Median :136.0 Median :139.0 Median : 7.00   
## Mean :137.5 Mean :134.6 Mean :138.1 Mean : 18.81   
## 3rd Qu.:148.0 3rd Qu.:145.0 3rd Qu.:148.0 3rd Qu.: 24.00   
## Max. :187.0 Max. :182.0 Max. :186.0 Max. :269.00   
## Tendency   
## Min. :-1.0000   
## 1st Qu.: 0.0000   
## Median : 0.0000   
## Mean : 0.3203   
## 3rd Qu.: 1.0000   
## Max. : 1.0000

The summary results show the mean of each variable, the minimum value of the variable, the maximum the first and the third quartile as well as median, i.e. the second quartile. From here, we know the mean value of the variables.

let plot the statistics of the result using boxplot.

boxplot(heart[,8:15], ylab = "distribution", xlab = "parameters", main= "Boxplot of some variables")
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## Decision Tree

For the Decision Tree we will be using the package party. Let start by installing and calling the library. Before that let split the data into test and train(validate)data.

set.seed(1234)  
heart1 <- sample(2, replace = TRUE, prob = c(0.9, 0.1), nrow(heart))  
htrain <- heart[heart1==1,]  
htest <- heart[heart1==2,]

We have divided our data into two sizes, labelled 1 and 2. 1 is train data and 2 is validate(test) data. Note, the function set.seed: this is done to make sure we get same number for our train and test data. Next is to build the decision tree model For the Decision Tree we will be using the package party. Let start by installing and calling the library.

library("party")

## Loading required package: grid

## Loading required package: mvtnorm

## Loading required package: modeltools

## Loading required package: stats4

## Loading required package: strucchange

## Loading required package: zoo

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

## Loading required package: sandwich

Good!. We have successfully installed the required package. Next is to build the decision tree mode

tree <- ctree(NSP\_factor~LB+AC+FM+UC+DL+DS+DP+ASTV+MSTV+ALTV+MLTV+Width+Min+Max+Nmax+Nzeros+Mode+Mean+Median+Variance+Tendency, data=htrain, controls = ctree\_control(minsplit = 1500, mincriterion = 0.99))  
tree

##   
## Conditional inference tree with 4 terminal nodes  
##   
## Response: NSP\_factor   
## Inputs: LB, AC, FM, UC, DL, DS, DP, ASTV, MSTV, ALTV, MLTV, Width, Min, Max, Nmax, Nzeros, Mode, Mean, Median, Variance, Tendency   
## Number of observations: 1908   
##   
## 1) DP <= 0.001422475; criterion = 1, statistic = 637.355  
## 2) ALTV <= 68; criterion = 1, statistic = 666.13  
## 3) ALTV <= 13; criterion = 1, statistic = 537.628  
## 4)\* weights = 1394   
## 3) ALTV > 13  
## 5)\* weights = 368   
## 2) ALTV > 68  
## 6)\* weights = 44   
## 1) DP > 0.001422475  
## 7)\* weights = 102

plot(tree)

![](data:image/png;base64,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) ## Interpretation of the Decision tree The result of the tree shows that if the Dp of the patient is greater than 0.001, the patient is likely to have a pathogenic heart problem. But if less than or equal 0.001, we should check the ALTV, if that > 68, there is 90% chance the patient is a pathogenic patient other </= 68 and ALTV>13, 55% of suspect.

## Prediction of test data from the model

obs <- predict(tree, htest)  
obs

## [1] 1 3 1 1 2 1 1 3 2 2 1 2 1 1 1 1 2 1 1 1 1 1 1 2 2 1 1 1 2 2 2 2 2 2 1 3 2  
## [38] 2 2 2 2 2 1 1 2 1 2 1 1 2 1 1 2 2 2 1 1 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1 1 1  
## [75] 1 3 1 1 1 1 1 1 2 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 3 1 1  
## [112] 2 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 1 1 2 1 3  
## [149] 1 3 1 1 1 1 2 2 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3  
## [186] 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 1 1 1 1 1 1 1 1 1 2 2 1 3 2 1 1 2  
## Levels: 1 2 3

# Interpretation

From the obs result, the model predict the outcome of the test data. It was observed that for the first patient, s/he is a normal patient, patient 2 is pathogenic heart problem, patient 34, is suspect… if we have new dataset, we can easily predict the outcome of the patient given all the predictors. we can do that using “predict(tree, newdata)”.

## Accuracy of the model

acc <- table(predict(tree), htrain$NSP\_factor)  
print(acc)

##   
## 1 2 3  
## 1 1297 69 28  
## 2 171 182 15  
## 3 16 9 121

##Interpretation The result of the accuracy shows that out of the normal patient sampled, 1297 was predicted correctly, 171 was predicted to be suspect while 16 was predicted to be pathogenic. For the suspect, 69 was predicted to be normal, 182 to be suspect and 9 to be pathogen.

## Random Forest Model

library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

trc <- trainControl(method = "repeatedcv", number = 10, repeats = 5)  
model <- train(NSP\_factor~LB+AC+FM+UC+DL+DS+DP+ASTV+MSTV+ALTV+MLTV+Width+Min+Max+Nmax+Nzeros+Mode+Mean+Median+Variance+Tendency,data=htrain, method = "rf", trControl = trc)  
obs <- predict(model, htrain)  
obs

## [1] 2 1 1 1 1 3 3 3 3 3 2 2 1 1 1 1 2 1 1 3 1 3 3 3 3 3 2 1 1 1 1 1 1 1 1 1 1  
## [38] 1 1 1 1 1 1 1 1 1 1 1 1 2 2 3 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2  
## [75] 1 1 1 1 1 1 1 1 1 1 1 2 2 2 3 3 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [112] 1 1 2 2 2 2 2 1 1 1 1 2 2 2 2 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [149] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 2 2 2 1 2 2 1 1 1 1 1 1 1  
## [186] 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 3 2 2 2 1 1  
## [223] 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2  
## [260] 2 2 1 2 2 2 1 2 2 3 3 3 2 2 2 2 2 2 2 3 2 2 2 2 2 2 3 2 3 3 2 2 3 3 2 2 2  
## [297] 3 2 2 2 3 3 2 2 3 3 3 2 2 2 2 2 2 3 3 2 2 1 2 1 2 2 2 3 3 2 2 2 2 1 2 2 2  
## [334] 2 2 1 2 2 1 1 1 1 1 1 1 1 1 1 2 1 1 1 2 2 2 2 1 2 3 2 2 2 2 2 2 2 2 1 1 1  
## [371] 2 2 3 2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1  
## [408] 1 2 1 1 1 2 3 3 3 3 3 3 3 3 2 2 2 1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [445] 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 2 2 1  
## [482] 2 1 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [519] 1 1 1 1 1 1 1 1 1 2 3 3 2 2 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [556] 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1 3 3 2 2 2 2 3 3 3 3 3 1 1 1 1 1 2 2 2 2 2 2  
## [593] 2 1 1 2 1 1 1 1 1 1 1 3 3 1 1 1 1 1 2 3 1 1 1 1 1 1 3 3 2 3 3 3 3 3 2 3 1  
## [630] 1 1 1 1 1 1 1 2 2 3 2 1 1 2 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 2 3 3 3 1 1  
## [667] 1 1 1 1 2 1 1 2 1 2 2 3 3 3 3 3 2 3 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1  
## [704] 1 2 2 2 2 2 2 2 2 1 1 1 1 1 1 2 2 1 1 1 1 1 2 1 2 2 2 2 3 3 2 1 1 2 1 1 2  
## [741] 1 1 1 1 1 1 2 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [778] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [815] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [852] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [889] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [926] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [963] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1000] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1037] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2  
## [1074] 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1111] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1148] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1185] 1 1 1 1 1 1 1 1 1 1 1 2 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2  
## [1222] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 2 2 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 2 2  
## [1259] 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 2 1 2 1  
## [1296] 1 1 1 1 1 2 1 1 1 1 1 1 2 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 3 2 3 1 1 1 1 1  
## [1333] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1  
## [1370] 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1407] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 1 2 2 1 1 1 1 1 1 1 1 1  
## [1444] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1481] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1  
## [1518] 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1  
## [1555] 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3  
## [1592] 3 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1629] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1666] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1703] 1 1 1 1 1 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1  
## [1740] 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1777] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1814] 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1  
## [1851] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [1888] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1  
## Levels: 1 2 3

obs1 <- predict(model, htest)  
obs1

## [1] 1 3 1 1 2 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 2 2 2 2 2 2 2 3 2  
## [38] 2 2 2 2 2 1 1 2 2 2 1 1 2 1 1 1 3 3 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1  
## [75] 1 3 1 1 1 1 1 1 2 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [112] 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1  
## [149] 1 1 2 1 1 1 2 2 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3  
## [186] 1 2 1 1 1 1 1 1 1 1 1 1 1 3 3 3 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1  
## Levels: 1 2 3

confusionMatrix(obs, htrain$NSP\_factor)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 1 2 3  
## 1 1484 2 0  
## 2 0 258 0  
## 3 0 0 164  
##   
## Overall Statistics  
##   
## Accuracy : 0.999   
## 95% CI : (0.9962, 0.9999)  
## No Information Rate : 0.7778   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9972   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: 1 Class: 2 Class: 3  
## Sensitivity 1.0000 0.9923 1.00000  
## Specificity 0.9953 1.0000 1.00000  
## Pos Pred Value 0.9987 1.0000 1.00000  
## Neg Pred Value 1.0000 0.9988 1.00000  
## Prevalence 0.7778 0.1363 0.08595  
## Detection Rate 0.7778 0.1352 0.08595  
## Detection Prevalence 0.7788 0.1352 0.08595  
## Balanced Accuracy 0.9976 0.9962 1.00000

#result <- predict(model, data.frame(LB=150, AC=0.003564), interval = "confidence")