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Description automatically generated](data:image/png;base64,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)
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## Introduction

In this report, you will find the answers to the various tasks on Python and theoretical questions asked in the first assignment in Machine learning. The objective of this assignment is to review all the concepts that we saw during the first part of our semester.

Be aware if you didn’t install these different packages numpy, pandas, sklearn, pickle, io, requests, keras and joblib it could have an error in jupiterlab.

Task 1

This first task it’s asked using the family of models f (x, theta) = theta\_0 + theta\_1 \* x\_1 + theta\_2 \* x\_2 + theta\_3 \* sin(x\_2) + theta\_4 \* x\_1 \* x\_2 to find the best estimator’s theta that fit the data.

After the computation of the Python code, we find this result:

**Optimal parameters:** [ 1.24205736 -0.04503563 -0.56462773 0.47663575 0.04029328]

**f(x, θ):** 1.24205735591937 + -0.04503563207910319 \*x1 + -0.5646277318068914 \*x2 + 0.4766357540857329 \*sin(x2) + 0.040293276438477466 \*x1\*x2

**Train performance:** 0.7103436190376121

**Test MSE:** 0.7296013997475128

The modus operandi is the following:

First, we load the different libraries that we will need in this cell. Then, we load the data from an URL given using the library request we create x and y that will store the data from the URL. x is bi-dimensional (input) while y is one dimension vector (output).

We started the process by splitting our data into 2 parts the test one and the training one using the function “train\_test\_split” from the package Scikit-learn's. I decided to use 90% of the data for the training and only 10% for the test from a database of 2000 (knowing that x is bi-dimensional) data. Actually it permits the model to learn more and consequently be more accurate regarding the relationship between the data. (+ random\_state parameter is set to 2, which means that the same random seed will be used each time the code is run, ensuring that the split is consistent.)

After that, we decided to prepare the input features for the test and training set, to apply the regression well. First, we prepared our matrix X (dim = 1800\*5) which is a compact form of different vectors. This matrix is composed of a vector of ones and 4 other vectors: x\_1 = the first raw of our data, x\_2 = the second raw of or data x\_3 = sin(x\_2) and x\_4 = x\_1\*x\_2 with the same dimension than the ones\_vector. We do the same work for the matrix X\_test(dim = 200\*5) using the x\_test.

Then, the LinearRegression class allow us to consider all the features to solve the regression problem. As we can see in the code, we use our matrix X which is composed of our input variables, and we also use a vector of the target values. Using the fit model of our class we can find the estimators that minimize the mean squared error between the relationship of the inputs and the outputs by training them. Moreover, we decide to set the parameter of the fit intercept to “False” which allows us a better understanding of the influence of each feature on the target value.

Now we will create a vector theta\_hat (dim = 5\*1) to contain the coefficients of our model the ones that minimize the MSE.

After having determined the estimators and printed them we compute the prediction for the training and the test set with the function model.predict from the library sklearn.metrics using our trained model. It will allow us to determine the mean squared error of each set by using the function mean\_squared\_error from the package Sklearn.

Thus, in general, the lower the MSE the better our model perform with our result we can say that our model is better on the train data. Nevertheless, the difference between the test set and the training set is not huge it suggests that the model performs well and there is no overfitting or underfitting.

Finally, we save our training model into a pickle file with the name “linear\_regression. pickle” that can be loaded and evaluated into cell 2.

Task 2

In this second task, we will use the family model and derive our estimators from it but using a model which is more appropriate for a non-linear function. The model that we decided to use is gradient descent.

Here are the results obtained for theta and the MSE of the train and test data:

**Optimal parameters:** [ 0.62446296 -0.04615679 -0.56665974 0.47388935 0.04052094]

**Train performance:** 0.7103455439253882

**Test MSE:** 0.729444344979252

In this part of the work, we will use the library SGDRegressor which allows us to implement the linear regression by using the gradient descent. Moreover, we don’t forget that the data that we use are split into 90% used to train our model and 10% to apply the test data.

First, how does the gradient descent work? It will minimize the loss function by considering X our matrix compute in task 1 which is the input data. In a few words, the gradient descent will minimise the loss function thank to the information that will update the parameters until the loss function is minimized. So, at each iteration, the gradient will take the steeper way to reach the minimum updating of the parameters.

Then we train the model using the SGDRegressor with the different parameters that we optimized to find the best mean squared error :

- The loss parameter “squared\_error”

- The penalty “ None” is mean that we do not use any regularization we have the “l1” for the Lasso regression and “l2” for the rigide regression that we define in the theoretical question.

- The max\_iter which the parameter for the number of iterations which is the number of times that the algorithm will change the parameters estimates according to the loss function.

- The learning\_rate is a hyperparameter that corresponds to the step size of the optimization that we put in adaptive. So, it will adapt his size at each iteration to avoid overshooting.

After having determined the estimators and printed them we compute the prediction for the training and the test set with the function model.predict from the library sklearn.metrics using our trained model. It will allow us to determine the mean squared error of each set by using the function mean\_squared\_error from the package Sklearn.

Thus, in general, the lower the MSE the better our model perform with our result we can say that our model is better on the train data. Nevertheless, the difference between the test set and the training set is not huge it suggests that the model performs well and there is no overfitting or underfitting.

Finally, we save our training model into a pickle file with the name “nonlinear\_model.pickle” that can be loaded and evaluated into cell 2.

If we compare the 2 models, we can say that the gradient descent with a MSE equal to 0.7294 fits better the data than the linear model that has a MSE for the test set equal to 0.7296 even if they are almost the same. Statistically, we can say that the Gradient descent is better.

Task 3

In Task 3, we have to create a model that has a better performance than 0.022 as MSE. Thus, we decided to first create our model by defining the architecture of our neuron network (don’t forget to install the library keras). Thus, we decided to create 4 hidden layers, the first one is the input layer composed of 16 neurones and has an input dimension equal to 2 because our data are bi-dimensional.

Then we have 2 other layers composed of 16 neurones also that compute calculation and their outputs give the model information about the relation of the data. The last layer is the output layer composed of only one neuron that will give us the target data. In what it concerns the activation functions we have the ReLu (rectified linear unit) in our first 3 hidden layers which introduces the non-linearity to the neuron network that permits the computation of a more complex data relationship. Moreover, for our output layer we desired some continuous value this is why we use a linear activation function.

After that, we need to train our model so that we will save the result into the variable “history”, we use an epochs of 126 which represent the number of iterations that our model trains all the training data set. So, if the epochs are too low it could lead to an underfitting the model is not enough trained on the other hand, if the epochs are too high it can lead to an overfitting. Then we have the batch size where the batchs are small subsets of the dataset used to train the neurons. (validation\_split = % of training data used for validation, we prefer a low validation split to permit at the model better training.)

Finally, we evaluate the model calculating the MSE on the test data which is equal on our cell to 0.0178.

In what it concerns the use of the baseline model I use the script given and I add the path of my model « './model\_task\_3.pickle' » and add the input which are the data given. Nevertheless, I add flatten to the predict output because is a method to convert our input in a 1D array.

The result of the Mean squared error that we have is equal to 0. 0.016810102806928323 which is better.

*(In addition, if you want to evaluate the two other models, we create a matrix X\_data (dim 2000\*5) to match the output y\_pred (dim 2000\*1). There are also the two paths scripted you just have to cancel the # to evaluate them.)*

## Theoretical Questions

Q1. Training versus Validation

Q1.1 What is the whole figure about?

The image represents the early stopping which allows us to improve the model performance avoiding the overfitting of the training data. In other words, it’s a graph of the approximation performance so the error against the complexity of our model where we observed the test error expectation in red (average), the observed validation error in reality and the observed training error in reality. (Gradient base architecture)

Knowing that the model is trained with the training data while the early stopping uses the validation data to evaluate the performance of the model. Thus, the early stopping permits us to avoid overfitting the training data which will prevent a decrease in performance on the validation data.

Q1.2 Explain the behaviours of the curves in each of the three highlighted sections in the figure, namely (a), (b), and (c).

Q1.3 Is there any evidence of high approximation risk? Why? If yes, in which of the below subfigures?

In the image a) we can identify an underfitting is a situation where our model is not enough complex to consider all the values of the data. It means that there are few estimators in our model, and it implies a poor performance that can occur more error.

In the image b) we can identify the optimal model for the validation set and the test set in this situation our model has the optimal complexity to capture all the values from the data.

In the image c) we can identify overfitting is a situation where our model is too complex meaning that we use too many resources to capture the value of the data. In this model, there are too many parameters that fit the training data and so will not be able to perform on the test and validation data. This is why we can see the training error decreasing on the graph.

Images a) and c) are both subjects at high approximation risk.

Q1.4 Do you think that increasing the model complexity can bring the training error to zero? And the structural risk?

Increasing the complexity of our model will lead that the model fitting the noise from the training data. Knowing that the structural risk is the ability of our model to perform well with unseen data the risk structural will be high if our model is too complex because he will not generalize them.

Q1.5 If the X axis represented the training iterations instead, would you think that the training procedure that generated the figure used early stopping? Explain why. (NB: ignore the subfigures and the dashed vertical lines)

If the X axis represented the training iterations instead of the model complexity, the training procedure would generate the figure because we can see the up and down on the different line that starts and stop the process to adapt the model.

Q2. Linear Regression

Comment and compare how the (a.) training error, (b.) test error and (c.) coefficients would change in the following cases: Q2.1 x3 = x1 + 0.2 · x2

Considering that y=g(x) + eta where g(.) is unknow and eta follow a normal distribution with input x which is a bi-dimensional vector x = [x\_1,x\_2]. Suppose having n training samples and a linear model f(x,theta) = theta\_0 + theta\_1\*x\_1 + theta\_2\*x\_2.

Now we had another regressor x\_3 and our model is f(x, theta) = theta\_0 + theta\_1 \* x\_1 + theta\_2 \* x\_2 + theta\_3 \* x\_3).

So, if we consider that **x\_3 = x\_1 + 0.2\*x\_2** our model will still be linear and will look like at f(x, theta) = theta\_0 + theta\_1 \* x\_1 + theta\_2 \* x\_2 + theta\_3 \*( x\_1 + 0.2\*x\_2). In what it concerns the training error, and the test error will normally decrease as we capture more information between the input and the target by adding a new regressor.

Nevertheless, if the regressor that we add is irrelevant could have an inverse effect in other words our model could be less performant due to an important complexity (overfitting). Moreover, the addition will affect the coefficient theta\_1 theta\_2 due to the fact that theta\_3 has a relation with x\_1 and x\_2.

Q2.2 x3 = x1 · x2 · x

Then if we consider that **x\_3 = x\_1\*x\_2^2**our linear model becomes a non-linear model. Regarding the training and test errors our model will capture more information, it could decrease the errors depending on if the data are relevant. Moreover, the coefficients will change to optimize the model considering the new coefficients.

Q2.3 x3 is a random variable independent from y.

Finally, if **x\_3 is a random variable independent from y** it means that x\_3 is not correlated to the target variable so will not influence it. In other words, the performance won’t change it could have a little change in the coefficients, but the training and test errors would be quite similar.

Q2.3 How would your answers change if you were using Lasso Regression?

However, if we use the Lasso regression our coefficients the less important having less impact on our target are going to be shrinking to 0 which will reduce the complexity of our model. The Lasso regression applies a penalty to the loss functions to avoid overfitting.

Q2.4 Explain the motivation behind Ridge and Lasso regression and their principal differences.

The lasso regression and the rigide regression are two techniques of regularization that have as objective to avoid the overfitting of our model by avoiding that some estimators get to much importance. They both add a penalty on the mean square error which is normally equal to the loss function. However, the lasso regression adds an absolute value of the parameters while the rigide regression add the square of the parameters as penalty to the loss function. Moreover, they depend on the hyperparameter lambda is a penalty hyperparameter weighting the two contributions (accuracy vs. parameter shrinking). Thus, a small lambda gives more value to accuracy; a large lambda privileges a small number of parameters in the model.

Q3. Classification

Q3.1 Your boss asked you to solve the problem using a perceptron, and now he’s upset because you are getting poor results. How would you justify the poor performance of your perceptron classifier to your boss?

Based on the graph we have the reason that can explain the poor performance of our perceptron is that it’s impossible to perfectly separate our class points with a linear line. So, our perceptron is not able to correctly classify our classes.

Q3.2 Would you expect better luck with a neural network with the activation function h(x) = −x ∗ e ( − 2) for the hidden units?

Theoretically, the neural network will be more adapt to the non-linear classes because it has more hidden layers with non-linear activation functions, allowing them to learn more complex and non-linear decision boundaries. However, here the given activation function is a linear function we will be in the same case that in the perceptron.

Q3.3 What are the main differences and similarities between the perceptron and the logistic regression neuron?

Linear classifiers derived as extensions of the regression methods neither provide a bounded output nor a probabilistic interpretation of it. Logistic regression aims at training the network parameters so that the sigmoidal output is supported by a probabilistic framework. While the perceptron works well on the linear separable classes has an architecture of a single neuron with a Heaviside activation function. After a random assignment for weights (small values) it trains weights that are updated by iteratively presenting instances of the training set. Moreover, the algorithm converges to the optimal parameter configuration if the problem is linearly separable.