## Intro (Sophie)

Competition (intel folder) (Kaggle in general)

Data

## Methods

Plain: Elastic Nets, RF, XGB. (Gregor)

(Data wrangling). (Jakob)

## Results

(Compare results of data wrangling and non-data wrangling) (Jakob)

Compare models. (Fabian)

Curves with correction for imbalanced data. (Fabian)

Best regressors (Sophie)

Winner’s approach – comparison of results. (Sophie)

Optimization of profits (Jakob)

## Conclusion (Jakob)

GLM is the best.