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**摘要：**我们提出了一种名为稀疏非负矩阵（SNM）评估的新型语言模型（LM）评估技术系列。在十亿字基准上经验性地评估这些技术的第一组实验[3]表明，使用Skip-gram，SNMLM能够匹配最先进的循环神经网络（RNN）LM；结合两种建模技术，能在基准测试中产生最为人所知的结果。SNM相对于最大熵和RNNLM评估的计算优势可能是其主要优点，它有望在有效组合任意特征方面具有相同的灵活性，并应该和n-gram LM一样能优雅地扩展应用在更巨量的数据上。
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**1 简介**

最近，神经网络（NN）平滑化[1]，[5]，[18]，特别是循环神经网络（RNN） [12]，[20]在语言建模[3]方面表现出出色的表现。它们的出色表现归功于利用长距离语境的组合，并训练词汇的向量表示。虽然这些模型目前是最先进的技术，但它们不能很好地扩展到非常大量的数据，训练时间大约是几周。

利用长距离语境的另一种方法是使用skip-gram [8]，[14]，[17]。Skip-gram是常规n-gram的泛化，除了允许相邻的单词序列，还允许跳过单词，因此覆盖更长的上下文而不受数据稀疏性的限制。以前的工作表明，训练具有skip-gram特征的模型能够与基于神经网络的模型竞争媲美[19]。

为了使用skip-gram特征构建目标词的概率评估，我们需要一种组合任意数量的这些特征的方法，这些特征不像常规的n-gram特征那样落入一个简单的层次结构中。

在本文中，我们提出了一种简单而又新颖的方法，称为稀疏非负矩阵（SNM）评估，以一种计算容易的方式组合这些预测因子，优雅地扩展到大量的数据，从建模的角度看，结果也是非常有效的。我们将在十亿字基准上，通过与其他一些流行的语言模型比较最终模型的困惑度来评估该方法[3]，并展示使用skip-gram特征的SNMLM能够匹配最先进的RNNLM；结合两种建模技术，在基准测试中产生最为人所知的结果。

在本文的剩余部分，我们介绍了skip-gram语言建模（第2节），描述了SNMLM范例（第3节），实验评估（第4节），并讨论了一些相关工作（第5节）。第6节是我们的最终结论和未来工作。

**2 skip-gram语言建模**

在我们的方法中，用元组来描述从上下文![](data:image/x-wmf;base64,183GmgAAAAAAALgD7QHsCQAAAACoXAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2MRlmzwQAAAAtAQAACAAAADIKYAG8AgEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2ZgIKTThmLgD84xgA2JQTdoABF3YxGWbPBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABEQIBAAAALXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2MRlmzwQAAAAtAQAABAAAAPABAQAIAAAAMgpgAVQBAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlBN2gAEXdjEZZs8EAAAALQEBAAQAAADwAQAACAAAADIKYAEWAAEAAABXeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAM8xGWbPAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)中提取的skip-gram特征![](data:image/x-wmf;base64,183GmgAAAAAAADwFNALsCQAAAAD1WQEACQAAA/EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2mRZmHAQAAAAtAQAACAAAADIKYAH0AwEAAAApeQgAAAAyCmABmAIBAAAALHkIAAAAMgpgAWYBAQAAACx5CAAAADIKYAE0AAEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQTdoABF3aZFmYcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABKAMBAAAAYXkIAAAAMgpgAfwBAQAAAHN5CAAAADIKYAG+AAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAByZFmYcAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，其中：

• ![](data:image/x-wmf;base64,183GmgAAAAAAAD0BYAHsCQAAAACgXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2WxVmYAQAAAAtAQAACAAAADIKAAE6AAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABbFWZgAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)表示长距离上下文单词的数量

• ![](data:image/x-wmf;base64,183GmgAAAAAAAD0BhAHsCQAAAABEXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd21RhmMwQAAAAtAQAACAAAADIKAAFAAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADVGGYzAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)表示跳过的单词数

• ![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2UwxmlgQAAAAtAQAACAAAADIKAAE6AAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABTDGaWAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)表示相邻上下文单词的数量

和被预测的目标词![](data:image/x-wmf;base64,183GmgAAAAAAADQC7QHsCQAAAAAkXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2wxhmhQQAAAAtAQAACAAAADIKYAFUAQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQTdoABF3bDGGaFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABFgABAAAAV3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCFwxhmhQAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)有相关联系。例如，在句子<S> The quick brown fox jumps

over the lazy dog </S>中，对于目标词dog来说，一个![](data:image/x-wmf;base64,183GmgAAAAAAAIwENALsCQAAAABFWAEACQAAA80AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd25xdmqgQAAAAtAQAACAAAADIKYAFeAwEAAAApeQgAAAAyCmABqgIBAAAAM3kIAAAAMgpgAVACAQAAACx5CAAAADIKYAGWAQEAAAAyeQgAAAAyCmABMAEBAAAALHkIAAAAMgpgAZQAAQAAADF5CAAAADIKYAE0AAEAAAAoeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADnF2aqAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)skip-gram特征是：

[brown skip-2 over the lazy]

出于性能原因，建议限制![](data:image/x-wmf;base64,183GmgAAAAAAAD0BhAHsCQAAAABEXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2dxdmSAQAAAAtAQAACAAAADIKAAFAAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB3F2ZIAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)并限制![](data:image/x-wmf;base64,183GmgAAAAAAAIwENALsCQAAAABFWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2gxdmLwQAAAAtAQAACAAAADIKYAFqAwEAAAApeQgAAAAyCmABNAABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2gxdmLwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAcgCAQAAAHN5CAAAADIKYAG+AAEAAAByeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2fhcKd/AMcAD84xgA2JQTdoABF3aDF2YvBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABqAEBAAAAK3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAvgxdmLwAACgA4AIoBAAAAAAEAAADs5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，或限制![](data:image/x-wmf;base64,183GmgAAAAAAAD0BYAHsCQAAAACgXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2tBdmmgQAAAAtAQAACAAAADIKAAE6AAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC0F2aaAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和![](data:image/x-wmf;base64,183GmgAAAAAAAD0BhAHsCQAAAABEXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2iRdmWwQAAAAtAQAACAAAADIKAAFAAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACJF2ZbAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)；不设任何限制，将导致含有一些skip-gram特征，其总表现规模将会是句子长度的五分之一。

我们配置skip-gram特征提取器来生成所有特征![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2ShdmywQAAAAtAQAACAAAADIKYAEuAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABKF2bLAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，由等价类![](data:image/x-wmf;base64,183GmgAAAAAAADMGNALsCQAAAAD6WgEACQAAA4EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2+hdmXQQAAAAtAQAACAAAADIKYAHYBAEAAAApeQgAAAAyCmABZgEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2+hdmXQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAXIEAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaNFwoiYIttAPzjGADYlBN2gAEXdvoXZl0EAAAALQEAAAQAAADwAQEACAAAADIKYAHHAwEAAAAteRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2pQsK/YCLbQD84xgA2JQTdoABF3b6F2ZdBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABNAABAAAARnkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2+hdmXQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAQoDAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlBN2gAEXdvoXZl0EAAAALQEBAAQAAADwAQAACAAAADIKYAHMAQEAAABXeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAF36F2ZdAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)中所定义，即满足最小和约束最大值为：

• 使用的上下文字的单词数目![](data:image/x-wmf;base64,183GmgAAAAAAAJUDpwHsCQAAAADPXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAAxIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAAAAAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2lRdm3gQAAAAtAQAACAAAADIKIAE+AgEAAABheQgAAAAyCiABOgABAAAAcnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdpcXCv8gomIA/OMYANiUE3aAARd2lRdm3gQAAAAtAQEABAAAAPABAAAIAAAAMgogASQBAQAAACt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3pUXZt4AAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

• 长距离单词的数量![](data:image/x-wmf;base64,183GmgAAAAAAAD0BYAHsCQAAAACgXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2yRhm6AQAAAAtAQAACAAAADIKAAE6AAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADJGGboAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

• 相邻单词的数量![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd29BZm2AQAAAAtAQAACAAAADIKAAE6AAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD0FmbYAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

• 跳过长度![](data:image/x-wmf;base64,183GmgAAAAAAAD0BhAHsCQAAAABEXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2YxdmAAQAAAAtAQAACAAAADIKAAFAAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABjF2YAAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

我们还允许在特征中表示不包括![](data:image/x-wmf;base64,183GmgAAAAAAAD0BhAHsCQAAAABEXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2zBZmNAQAAAAtAQAACAAAADIKAAFAAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADMFmY0AAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的确切值的选项；通过共享各种跳过特征的计数，这可能有助于进行平滑。绑定的skip-gram特征将如下所示：

[curiousity skip-\* the cat]

为了在上下文![](data:image/x-wmf;base64,183GmgAAAAAAALgD7QHsCQAAAACoXAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd24BdmPAQAAAAtAQAACAAAADIKYAG8AgEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2qRcKNBh9NgD84xgA2JQTdoABF3bgF2Y8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABEQIBAAAALXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd24BdmPAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAVQBAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlBN2gAEXduAXZjwEAAAALQEBAAQAAADwAQAACAAAADIKYAEWAAEAAABXeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADzgF2Y8AAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)中为目标词![](data:image/x-wmf;base64,183GmgAAAAAAABEChAHsCQAAAABoXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAACgAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2oxdmKwQAAAAtAQAACAAAADIKAAEqAQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2AxQK4CjZWwD84xgA2JQTdoABF3ajF2YrBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgABIgABAAAAd3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAroxdmKwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)建立良好的概率评估，我们需要一种组合任意数量的跳过特征![](data:image/x-wmf;base64,183GmgAAAAAAAAgD7QHsCQAAAAAYXAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2chlm6QQAAAAtAQAACAAAADIKYAEaAgEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2WhUKR9jJcQD84xgA2JQTdoABF3ZyGWbpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABbwEBAAAALXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUE3aAARd2chlm6QQAAAAtAQAABAAAAPABAQAIAAAAMgpgAbIAAQAAAGt5HAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlBN2gAEXdnIZZukEAAAALQEBAAQAAADwAQAACAAAADIKYAEuAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOlyGWbpAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的方法，其不属于简单的层次结构，如常规的n-gram特征。以下部分描述了这种预测的方式，为便于计算结合了简单而新颖的方法，将其优雅地扩展应用在巨量的数据上，大量的数据和事实也证明，从建模的角度来看，这也是非常有效的。

**3 稀疏非负矩阵语言模型**

在本节中，我们将介绍我们的新范式而无需演算所有的推导。感兴趣的读者可以在[15]中找到这些。

**3.1 模型定义**

在稀疏非负矩阵（SNM）范式中，我们将训练数据表示为事件序列![](data:image/x-wmf;base64,183GmgAAAAAAANoHNALsCQAAAAATWwEACQAAA0IBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12IhBmlQQAAAAtAQAACQAAADIKYAFyBQQAAAAsLi4uCAAAADIKYAHAAwEAAAAsLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXYiEGaVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABAQUBAAAAMi4IAAAAMgpgAWADAQAAADEuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdiIQZpUEAAAALQEAAAQAAADwAQEACAAAADIKYAFKBAEAAABlLggAAAAyCmABwgIBAAAAZS4IAAAAMgpgAUYAAQAAAEUuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaPEArcOJNnAPzjGADYlKl2gAGtdiIQZpUEAAAALQEBAAQAAADwAQAACAAAADIKYAGcAQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJUiEGaVAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，其中每个事件![](data:image/x-wmf;base64,183GmgAAAAAAAP8D7QHsCQAAAADvXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12mBBmkAQAAAAtAQAACAAAADIKYAFcAgEAAABFeQgAAAAyCmABNAABAAAAZXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdpwQCnQoDmsA/OMYANiUqXaAAa12mBBmkAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAQwBAQAAAM55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AkJgQZpAAAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)由稀疏非负特征向量![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12hRBmbAQAAAAtAQAACAAAADIKYAEuAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACFEGZsAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和稀疏非负目标词向量![](data:image/x-wmf;base64,183GmgAAAAAAABoBygHsCQAAAAAtXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b////AAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XQ5mJAQAAAAtAQAACAAAADIKQAE0AAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABdDmYkAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。两个向量都是二进制值，分别表示特征或目标词的存在或不存在。虽然SNM没有强制要求，但为了语言建模，事件通常具有多个特征，但只有一个单一目标词才能有效地使t成为一个大小为![](data:image/x-wmf;base64,183GmgAAAAAAAHsCNALsCQAAAACyXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12yQ9mawQAAAAtAQAACAAAADIKYAHAAQEAAAB8eQgAAAAyCmABIgABAAAAfHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdiUVCsYohGUA/OMYANiUqXaAAa12yQ9mawQAAAAtAQEABAAAAPABAAAIAAAAMgpgAXwAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Aa8kPZmsAAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的一位有效编码词汇库![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAduYPCpwwhC8A/OMYANiUqXaAAa12yQ9mbQQAAAAtAQAACAAAADIKAAH+/wEAAABueQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADJD2ZtAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。训练数据由![](data:image/x-wmf;base64,183GmgAAAAAAAJwKNALsCQAAAABVVgEACQAAA3YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gCQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdgsVCqowgWsA/OMYANiUqXaAAa12bRFmdQQAAAAtAQAACAAAADIKYAEcCQEAAAB8eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2LxQK3oiWbgD84xgA2JSpdoABrXZtEWZ1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB2AcBAAAAbnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12bRFmdQQAAAAtAQAABAAAAPABAQAIAAAAMgpgATAHAgAAAHx8CAAAADIKYAFwBgEAAAApfAgAAAAyCmABPgUBAAAAKHwIAAAAMgpgAQICAgAAAHx8CAAAADIKYAEiAAEAAAB8fBwAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZtEWZ1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABvAUBAAAAZnwcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12bRFmdQQAAAAtAQAABAAAAPABAQAJAAAAMgpgAfICAwAAAFBvc2UIAAAAMgpgAcQAAQAAAEVvCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdW0RZnUAAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)训练样例组成，其中![](data:image/x-wmf;base64,183GmgAAAAAAAPYENALsCQAAAAA/WAEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12CxVm7wQAAAAtAQAACAAAADIKYAHEAwEAAAApeQgAAAAyCmABkgIBAAAAKHkcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12CxVm7wQAAAAtAQEABAAAAPABAAAIAAAAMgpgARADAQAAAGZ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdgsVZu8EAAAALQEAAAQAAADwAQEACQAAADIKYAFGAAMAAABQb3NlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A7wsVZu8AAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示向量![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa121xNm4gQAAAAtAQAACAAAADIKYAEuAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADXE2biAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)中的正元素集合。其中，![](data:image/x-wmf;base64,183GmgAAAAAAAGcINALsCQAAAACuVAEACQAAAx4BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12mBRm6QQAAAAtAQAACAAAADIKYAEwBwEAAAB8eQgAAAAyCmABcAYBAAAAKXkIAAAAMgpgAT4FAQAAACh5CAAAADIKYAECAgIAAAB8fAgAAAAyCmABIgABAAAAfHwcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12mBRm6QQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbwFAQAAAGZ8HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdpgUZukEAAAALQEAAAQAAADwAQEACQAAADIKYAHyAgMAAABQb3NlCAAAADIKYAHEAAEAAABFbwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOmYFGbpAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为正（存在目标词），![](data:image/x-wmf;base64,183GmgAAAAAAAOsNNALsCQAAAAAiUQEACQAAA5YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgDBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gDAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12DRVm7QQAAAAtAQAACAAAADIKYAHmCwEAAAApeQgAAAAyCmABRAsBAAAAMXkIAAAAMgpgAcAHAgAAACh8CAAAADIKYAEwBwEAAAB8fAgAAAAyCmABcAYBAAAAKXwIAAAAMgpgAT4FAQAAACh8CAAAADIKYAECAgIAAAB8fAgAAAAyCmABIgABAAAAfHwcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqMUCjuIWmQA/OMYANiUqXaAAa12DRVm7QQAAAAtAQEABAAAAPABAAAIAAAAMgpgAXIKAQAAAC0ACAAAADIKYAHcCQEAAAB8fBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB27RQKDBCEXwD84xgA2JSpdoABrXYNFWbtBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABmAgBAAAAbnwcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12DRVm7QQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbwFAQAAAGZ8HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdg0VZu0EAAAALQEAAAQAAADwAQEACQAAADIKYAHyAgMAAABQb3NlCAAAADIKYAHEAAEAAABFbwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAO0NFWbtAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为负（不存在目标字）。

语言模型由非负矩阵![](data:image/x-wmf;base64,183GmgAAAAAAABECygHsCQAAAAAmXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12yxNmzgQAAAAtAQAACAAAADIKYAE0AAEAAABNeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADLE2bOAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)表示，当应用于给定特征向量![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa127hNmhQQAAAAtAQAACAAAADIKYAEuAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuE2aFAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)时，产生密集预测向量![](data:image/x-wmf;base64,183GmgAAAAAAAGABygHsCQAAAABXXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa129BRmuwQAAAAtAQAACAAAADIKAAE6AAEAAAB5eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD0FGa7AAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)：

![](data:image/x-wmf;base64,183GmgAAAAAAADQCNALsCQAAAAD9XgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2RhZmcQQAAAAtAQAACAAAADIKYAE2AQEAAAApeQgAAAAyCmABlAABAAAAMXkIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEYWZnEAAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAJQHNALsCQAAAABdWwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12YhNm5QQAAAAtAQAACAAAADIKYAEiBgEAAAB0eQgAAAAyCmABhgICAAAATWYIAAAAMgpgAToAAQAAAHlmHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbuEwogmKUqAPzjGADYlKl2gAGtdmITZuUEAAAALQEBAAQAAADwAQAACAAAADIKYAH8BAEAAAC7ZggAAAAyCmABYAEBAAAAPWYKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDlYhNm5QAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

在评估时，我们对![](data:image/x-wmf;base64,183GmgAAAAAAAGABygHsCQAAAABXXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVmSgQAAAAtAQAACAAAADIKAAE6AAEAAAB5eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABfFWZKAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)进行归一化，使得我们得到一个模型![](data:image/x-wmf;base64,183GmgAAAAAAABECygHsCQAAAAAmXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12hQdmsQQAAAAtAQAACAAAADIKYAE0AAEAAABNeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACFB2axAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的条件概率分布![](data:image/x-wmf;base64,183GmgAAAAAAAOwFNALsCQAAAAAlWQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ZxRmiAQAAAAtAQAACAAAADIKYAGiBAEAAAApeQgAAAAyCmABZAMBAAAAfHkIAAAAMgpgARQCAQAAACh5HAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmcUZogEAAAALQEBAAQAAADwAQAACAAAADIKYAHuAwEAAABmeQgAAAAyCmABmAIBAAAAdHkcAAAA+wIg/wAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ZxRmiAQAAAAtAQAABAAAAPABAQAIAAAAMgpgATABAQAAAE15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmcUZogEAAAALQEBAAQAAADwAQAACAAAADIKYAFGAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIhnFGaIAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。对于对应于![](data:image/x-wmf;base64,183GmgAAAAAAABoBygHsCQAAAAAtXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b////AAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12oxRmLwQAAAAtAQAACAAAADIKQAE0AAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACjFGYvAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)中的索引![](data:image/x-wmf;base64,183GmgAAAAAAAGABEQLsCQAAAACMXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12IglmTgQAAAAtAQAACAAAADIKQAGCAAEAAABqeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAiCWZOAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的每个单词![](data:image/x-wmf;base64,183GmgAAAAAAACIEhAHsCQAAAABbWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAACAAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdlMVCiwgr2AA/OMYANiUqXaAAa12QxRmugQAAAAtAQAACAAAADIKAAF0AgEAAABueQgAAAAyCgABIgABAAAAd3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmkUCtlgr2AA/OMYANiUqXaAAa12QxRmugQAAAAtAQEABAAAAPABAAAIAAAAMgoAAWwBAQAAAM55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AukMUZroAAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，以及对应于特征向量![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12gApmpAQAAAAtAQAACAAAADIKYAEuAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACACmakAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的历史，条件概率![](data:image/x-wmf;base64,183GmgAAAAAAABAGNALsCQAAAADZWgEACQAAA2UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ahVmlwQAAAAtAQAACAAAADIKYAHJBAEAAAApeQgAAAAyCmABiwMBAAAAfHkIAAAAMgpgARQCAQAAACh5HAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmoVZpcEAAAALQEBAAQAAADwAQAACAAAADIKYAEVBAEAAABmeRwAAAD7AiD/AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZqFWaXBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABMAEBAAAATXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ahVmlwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAf4CAQAAAGp5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmoVZpcEAAAALQEAAAQAAADwAQEACAAAADIKYAGSAgEAAAB0eQgAAAAyCmABRgABAAAAUHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCXahVmlwAACgA4AIoBAAAAAAEAAADs5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)变为：

![](data:image/x-wmf;base64,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)![](data:image/x-wmf;base64,183GmgAAAAAAAHsCNALsCQAAAACyXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2pRRmNgQAAAAtAQAACAAAADIKYAF+AQEAAAApeQgAAAAyCmABvgABAAAAMnkIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAKUUZjYAAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

为方便起见，我们将在本文的其余部分中写出![](data:image/x-wmf;base64,183GmgAAAAAAADwFNALsCQAAAAD1WQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12xhRmrgQAAAAtAQAACAAAADIKYAHxAwEAAAApeQgAAAAyCmABswIBAAAAfHkIAAAAMgpgATwBAQAAACh5HAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdsYUZq4EAAAALQEBAAQAAADwAQAACAAAADIKYAE9AwEAAABmeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXbGFGauBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABJgIBAAAAankcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12xhRmrgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAboBAQAAAHR5CAAAADIKYAFGAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAK7GFGauAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)而不是![](data:image/x-wmf;base64,183GmgAAAAAAABAGNALsCQAAAADZWgEACQAAA2UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ahVmlwQAAAAtAQAACAAAADIKYAHJBAEAAAApeQgAAAAyCmABiwMBAAAAfHkIAAAAMgpgARQCAQAAACh5HAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmoVZpcEAAAALQEBAAQAAADwAQAACAAAADIKYAEVBAEAAABmeRwAAAD7AiD/AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZqFWaXBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABMAEBAAAATXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ahVmlwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAf4CAQAAAGp5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmoVZpcEAAAALQEAAAQAAADwAQEACAAAADIKYAGSAgEAAAB0eQgAAAAyCmABRgABAAAAUHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCXahVmlwAACgA4AIoBAAAAAAEAAADs5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。

根据式（2）中的分母的要求，该计算涉及对于整个词汇表的所有当前特征的求和。然而，如果我们预先计算行总和![](data:image/x-wmf;base64,183GmgAAAAAAADMGKwPsCQAAAADlWwEACQAAA5EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7v///9gBQAAmwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdsYUCqp4WWoA6PQYANiUqXaAAa12zBRmZAQAAAAtAQAACAAAADIKOQI3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2CREKWJhZagDo9BgA2JSpdoABrXbMFGZkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoECVgIBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6PQYANiUqXaAAa12zBRmZAQAAAAtAQAABAAAAPABAQAIAAAAMgrwAG4CAQAAAHx5CAAAADIK8ADKAQEAAAB8eQgAAAAyCoECxQIBAAAAMXkcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdgkRClmYWWoA6PQYANiUqXaAAa12zBRmZAQAAAAtAQEABAAAAPABAAAIAAAAMgrwANgBAQAAAG55HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOj0GADYlKl2gAGtdswUZmQEAAAALQEAAAQAAADwAQEACAAAADIKgQLRAQEAAAB1eQgAAAAyCuABnwQCAAAAaXUcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6PQYANiUqXaAAa12zBRmZAQAAAAtAQEABAAAAPABAAAIAAAAMgrgAWEDAQAAAE0ACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AZMwUZmQAAAoAOACKAQAAAAAAAAAA2PYYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)并将其与模型一起存储在一起，则可以在![](data:image/x-wmf;base64,183GmgAAAAAAABAGNALsCQAAAADZWgEACQAAAw4BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12BghmtgQAAAAtAQAACAAAADIKYAECBQEAAAB8eQgAAAAyCmABQgQBAAAAKXkIAAAAMgpgARADAQAAACh5CAAAADIKYAEiAAEAAAB8eRwAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXYGCGa2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABjgMBAAAAZnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12BghmtgQAAAAtAQAABAAAAPABAQAJAAAAMgpgAcQAAwAAAFBvc2UKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC2BghmtgAACgA4AIoBAAAAAAEAAADs5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)时间内非常有效地进行评估。还要注意，由于![](data:image/x-wmf;base64,183GmgAAAAAAABECygHsCQAAAAAmXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12BBRmCgQAAAAtAQAACAAAADIKYAE0AAEAAABNeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAEFGYKAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的稀疏性，预先计算行和仅涉及很少的项。

**3.2 调整函数和元特征**

我们让M的表达稍微修改一下相对频率：

![](data:image/x-wmf;base64,183GmgAAAAAAAFcCNALsCQAAAACeXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2lg9m7wQAAAAtAQAACAAAADIKYAFmAQEAAAApeQgAAAAyCmABsgABAAAAM3kIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAJYPZu8AAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAFUKRQTsCQAAAADtUAEACQAAA48BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gCQAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAvsGBQAAABMCAAIECRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZpFWYxBAAAAC0BAQAIAAAAMgqMA4kIAQAAACp5CAAAADIKtAFNBgEAAAApeQgAAAAyCrQBjAUBAAAALHkIAAAAMgq0AecEAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmkVZjEEAAAALQECAAQAAADwAQEACAAAADIKjAMLCAEAAABpeQgAAAAyCm4BOAgCAAAAaWoIAAAAMgq0AfcFAQAAAGpqCAAAADIKtAE9BQEAAABpaggAAAAyCrQBVgQBAAAAQWoIAAAAMgpgAn4BAgAAAGlqHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdmkVZjEEAAAALQEBAAQAAADwAQIACAAAADIKjAMJBwEAAABDaggAAAAyCm4BNgcBAAAAQ2oIAAAAMgpgAogDAQAAAGVqCAAAADIKYAJAAAEAAABNahwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2xBQKLoi3YAD84xgA2JSpdoABrXZpFWYxBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACYgIBAAAAPWoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAxaRVmMQAACgA4AIoBAAAAAAEAAADs5RgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

其中![](data:image/x-wmf;base64,183GmgAAAAAAAK8ENALsCQAAAABmWAEACQAAA+kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12fxBm1AQAAAAtAQAACAAAADIKYAGCAwEAAAApeQgAAAAyCmABLAIBAAAALHkIAAAAMgpgATwBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdn8QZtQEAAAALQEBAAQAAADwAQAACAAAADIKYAEEAwEAAABqeQgAAAAyCmABugEBAAAAaXkIAAAAMgpgAVgAAQAAAEF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A1H8QZtQAAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)是实值函数，称为调整函数，![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12MRVm+AQAAAAtAQAACAAAADIKYAEuAAEAAABDeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAxFWb4AAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是在整个训练语料库上计算的特征目标计数矩阵。

![](data:image/x-wmf;base64,183GmgAAAAAAADQCEQLsCQAAAADYXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12khRmSgQAAAAtAQAACAAAADIKYAEwAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXaSFGZKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABLgABAAAAQ2oKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBKkhRmSgAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示特征![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12QBVmXwQAAAAtAQAACAAAADIKYAHuAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZAFWZfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABggABAAAAZnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBfQBVmXwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)和目标![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAADgAAAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12vBBm7QQAAAAtAQAACAAAADIKIAGaAAEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXa8EGbtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiABLgABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDtvBBm7QAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的同现频率，而![](data:image/x-wmf;base64,183GmgAAAAAAAJ4C7QHsCQAAAACOXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAACAAAADIKYAGuAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZfFWbeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABMAEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAEN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3l8VZt4AAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示特征![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12QBVmXwQAAAAtAQAACAAAADIKYAHuAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZAFWZfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABggABAAAAZnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBfQBVmXwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的总出现频率，即在所有目标上求和。

对于每个特征目标对![](data:image/x-wmf;base64,183GmgAAAAAAACIENALsCQAAAADrWAEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12SBRmHwQAAAAtAQAACAAAADIKYAH6AgEAAAApeQgAAAAyCmABuQEBAAAALHkIAAAAMgpgATQAAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdkgUZh8EAAAALQEBAAQAAADwAQAACAAAADIKYAGpAgEAAABqeQgAAAAyCmABcgEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12SBRmHwQAAAAtAQAABAAAAPABAQAIAAAAMgpgAT0CAQAAAHR5CAAAADIKYAEGAQEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAB9IFGYfAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，调整函数计算对应于![](data:image/x-wmf;base64,183GmgAAAAAAAGAB7QHsCQAAAABwXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12KhRmBAQAAAAtAQAACAAAADIKYAE6AAEAAABreQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAqFGYEAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个新特征的权重![](data:image/x-wmf;base64,183GmgAAAAAAANIENALsCQAAAAAbWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12DxNmmAQAAAAtAQAACAAAADIKYAGgAwEAAAApeQgAAAAyCmABSgIBAAAALHkIAAAAMgpgAVoBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdg8TZpgEAAAALQEBAAQAAADwAQAACAAAADIKYAEiAwEAAABqeQgAAAAyCmAB2AEBAAAAaXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12DxNmmAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAdwAAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHa9Ewq66GosAPzjGADYlKl2gAGtdg8TZpgEAAAALQEBAAQAAADwAQAACAAAADIKYAEWAAEAAABxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJgPE2aYAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的和，称为元特征：

从给定的输入特征（例如常规的n-gram和skipgram）中，我们构造元特征作为以下基本元素中的任何一个或全部的连接：

![](data:image/x-wmf;base64,183GmgAAAAAAAHsCNALsCQAAAACyXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ25hRmDQQAAAAtAQAACAAAADIKYAF+AQEAAAApeQgAAAAyCmABvgABAAAANHkIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAOYUZg0AAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAK0MuAPsCQAAAADoUQEACQAAA8kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAOACxIAAAAmBg8AGgD/////AAAQAAAAwP///67///9ACwAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdv0TCt9YUW0A/OMYANiUqXaAAa12NRRm0QQAAAAtAQAACAAAADIK+QGDBQEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2sxQKUHhRbQD84xgA2JSpdoABrXY1FGbRBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABWgQBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12NRRm0QQAAAAtAQAABAAAAPABAQAIAAAAMgoPAxYGAQAAAGt5CAAAADIKoAHzBwEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXY1FGbRBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOQoBAAAAankIAAAAMgqgAe8IAQAAAGl5CAAAADIKoAEEAwEAAABqeQgAAAAyCqABugEBAAAAaXkIAAAAMgqgAVgAAQAAAEF5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdjUUZtEEAAAALQEAAAQAAADwAQEACAAAADIKoAG3CgEAAAApAAgAAAAyCqABYQkBAAAALHkIAAAAMgqgAXEIAQAAACh5CAAAADIKoAGCAwEAAAApeQgAAAAyCqABLAIBAAAALHkIAAAAMgqgATwBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHazFApSeFFtAPzjGADYlKl2gAGtdjUUZtEEAAAALQEBAAQAAADwAQAACAAAADIKoAEtBwEAAABxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANE1FGbRAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

• 特征标识，如[the quick brown]

• 特征类型，如4-grams

• 特征计数，如![](data:image/x-wmf;base64,183GmgAAAAAAAJ4C7QHsCQAAAACOXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAACAAAADIKYAGuAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZfFWbeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABMAEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAEN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3l8VZt4AAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

• 目标标识，如fox

• 特征-目标计数，如![](data:image/x-wmf;base64,183GmgAAAAAAADQCEQLsCQAAAADYXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12khRmSgQAAAAtAQAACAAAADIKYAEwAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXaSFGZKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABLgABAAAAQ2oKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBKkhRmSgAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

注意，貌似缺失的特征目标标识由特征标识和目标标识的结合来表示。由于元特征可能涉及特征计数和特征目标计数，在本文的其余部分，我们将在必要时写入![](data:image/x-wmf;base64,183GmgAAAAAAAF4JNALsCQAAAACXVQEACQAAA2kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKACBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ACAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12SxRmLQQAAAAtAQAACAAAADIKYAHMBwEAAAApeQgAAAAyCmABtgUBAAAALHkIAAAAMgpgAXwDAQAAACx5CAAAADIKYAEsAgEAAAAseQgAAAAyCmABPAEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12SxRmLQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUoFAQAAACp5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdksUZi0EAAAALQEAAAQAAADwAQEACAAAADIKYAE8BwIAAABpaggAAAAyCmABAgUBAAAAaWocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12SxRmLQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAToGAQAAAEMACAAAADIKYAEABAEAAABDaggAAAAyCmABBAMBAAAAamoIAAAAMgpgAboBAQAAAGlqCAAAADIKYAFYAAEAAABBagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAC1LFGYtAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。这将在第3.5节中重要，我们将在此讨论留一培训。

每个基本元特征与其他元素结合起来形成更复杂的元特征，其又与所有其他基本和复杂元特征相结合，最终以元特征的所有25-1种可能组合结束。

由于同一数量级的数量元特征具有相似的信息，因此我们将它们分组，以便它们可以共享相同的权重。我们这样做是通过根据它们的![](data:image/x-wmf;base64,183GmgAAAAAAALgDNALsCQAAAABxXwEACQAAA6YAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2axBmWgQAAAAtAQAACAAAADIKYAFWAgEAAAAyeQkAAAAyCmABNAADAAAAbG9nZQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABrEGZaAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值（向下取整）来计数元特征。

**3.3 模型评估**

评估模型![](data:image/x-wmf;base64,183GmgAAAAAAABECygHsCQAAAAAmXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12WhNm0gQAAAAtAQAACAAAADIKYAE0AAEAAABNeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABaE2bSAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)对应于根据一些损失函数![](data:image/x-wmf;base64,183GmgAAAAAAAIQBygHsCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12RRRmogQAAAAtAQAACAAAADIKYAFGAAEAAABMeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABFFGaiAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，将目标矢量![](data:image/x-wmf;base64,183GmgAAAAAAABoBygHsCQAAAAAtXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b////AAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12OhNm5AQAAAAtAQAACAAAADIKQAE0AAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAA6E2bkAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)与预测矢量![](data:image/x-wmf;base64,183GmgAAAAAAAGABygHsCQAAAABXXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12BRNmNQQAAAAtAQAACAAAADIKAAE6AAEAAAB5eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAFE2Y1AAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)之间的所有事件的平均损失最小化，为所有事件找到所有事件的所有脉冲的最佳权重![](data:image/x-wmf;base64,183GmgAAAAAAAMoB7QHsCQAAAADaXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ARFmIAQAAAAtAQAACAAAADIKYAHcAAEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2JhMK7FjiawD84xgA2JSpdoABrXYBEWYgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABFgABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAgARFmIAAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。

在[15]中，我们提出了基于泊松分布的损失函数：我们认为![](data:image/x-wmf;base64,183GmgAAAAAAABoBygHsCQAAAAAtXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b////AAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12OhNm5AQAAAAtAQAACAAAADIKQAE0AAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAA6E2bkAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)中的每个![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAADgAAAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa124ghmfwQAAAAtAQAACAAAADIKIAGaAAEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXbiCGZ/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCiABLgABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB/4ghmfwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)都是参数![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12gwpmhwQAAAAtAQAACAAAADIKAAEGAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXaDCmaHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgABXgABAAAAeXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCHgwpmhwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的泊松分布。![](data:image/x-wmf;base64,183GmgAAAAAAAP4HNALsCQAAAAA3WwEACQAAAzwBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12kQ1mpQQAAAAtAQAACAAAADIKYAGOBgEAAAApeQgAAAAyCmABUAUBAAAAfHkIAAAAMgpgAQAEAQAAACh5HAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdpENZqUEAAAALQEBAAQAAADwAQAACAAAADIKYAHaBQEAAABmeQgAAAAyCmABhAQBAAAAdHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12kQ1mpQQAAAAtAQAABAAAAPABAQALAAAAMgpgATABBwAAAFBvaXNzb24AHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdpENZqUEAAAALQEBAAQAAADwAQAACAAAADIKYAFGAAEAAABQbwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKWRDWalAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的条件概率为：

![](data:image/x-wmf;base64,183GmgAAAAAAAB8QPAXsCQAAAADeSwEACQAAA4YCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwASgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gDgAAeAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJgApkKBQAAABMCYAJPDhwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB23AgKaNh9YQD84xgA2JSpdoABrXaFE2ZUBAAAAC0BAQAIAAAAMgodA4YIAQAAANV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYoFAoT+H1hAPzjGADYlKl2gAGtdoUTZlQEAAAALQECAAQAAADwAQEACAAAADIKMwQ3CQEAAADOeQgAAAAyCvMA2gwBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtwICmnYfWEA/OMYANiUqXaAAa12hRNmVAQAAAAtAQEABAAAAPABAgAIAAAAMgrAAmYHAQAAAD15HAAAAPsCIP8AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdoUTZlQEAAAALQECAAQAAADwAQEACAAAADIKMwTJCQEAAAB0eRwAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXaFE2ZUBAAAAC0BAQAEAAAA8AECAAgAAAAyCsAC2gUBAAAAZnkIAAAAMgrAAoQEAQAAAHR5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdoUTZlQEAAAALQECAAQAAADwAQEACAAAADIKMwT8CAEAAABqeQgAAAAyCuwDZAwBAAAAankIAAAAMgrzAHwNAQAAAHl5CAAAADIK8wCZCwEAAAB0eQgAAAAyCv8BswsBAAAAankLAAAAMgrAAjABBwAAAFBvaXNzb24BHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdoUTZlQEAAAALQEBAAQAAADwAQIACAAAADIK7AP4CwEAAAB0bwgAAAAyCp8BHQwBAAAAZW8IAAAAMgqfAdcKAQAAAHlvCAAAADIKwAJGAAEAAABQbxwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXaFE2ZUBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvMA3g0BAAAAam8IAAAAMgrzANgLAQAAAGpvHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdoUTZlQEAAAALQEBAAQAAADwAQIACAAAADIK7AOXDAEAAAAhbwgAAAAyCsACjgYBAAAAKW8IAAAAMgrAAlAFAQAAAHxvCAAAADIKwAIABAEAAAAobwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFSFE2ZUAAAKADgAigEAAAAAAgAAAOzlGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAFcCNALsCQAAAACeXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ25Q1miwQAAAAtAQAACAAAADIKYAFsAQEAAAApeQgAAAAyCmABsgABAAAANXkIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAOUNZosAAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

相应的泊松损失函数为：

![](data:image/x-wmf;base64,183GmgAAAAAAAHsCNALsCQAAAACyXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2/hNmtwQAAAAtAQAACAAAADIKYAF4AQEAAAApeQgAAAAyCmABuAABAAAANnkIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAP4TZrcAAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,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)

我们丢弃了最后一项，因为![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAADgAAAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa124ghmfwQAAAAtAQAACAAAADIKIAGaAAEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXbiCGZ/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCiABLgABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB/4ghmfwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)是二进制值[[1]](#footnote-0)。虽然这种选择在语言建模的上下文中并不明显，但它非常适合基于梯度的优化，我们将看到，实验结果实际上非常好。此外，泊松损失本身也适用于可能有用的多目标预测，例如在子建模中。

通过对损失函数应用随机梯度下降来学习调整函数。也就是说，对于每个事件中的每个特征目标对![](data:image/x-wmf;base64,183GmgAAAAAAACIENALsCQAAAADrWAEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2IhBm0gQAAAAtAQAACAAAADIKYAH6AgEAAAApeQgAAAAyCmABuQEBAAAALHkIAAAAMgpgATQAAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdiIQZtIEAAAALQEBAAQAAADwAQAACAAAADIKYAGpAgEAAABqeQgAAAAyCmABcgEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2IhBm0gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAT0CAQAAAHR5CAAAADIKYAEGAQEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANIiEGbSAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，我们需要通过计算相对于调整函数的梯度来更新元信息的权重。

![](data:image/x-wmf;base64,183GmgAAAAAAAHsCNALsCQAAAACyXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2SBVmFAQAAAAtAQAACAAAADIKYAF+AQEAAAApeQgAAAAyCmABuAABAAAAN3kIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEgVZhQAAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAM4UjATsCQAAAAC/TgEACQAAAzgCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIATgEhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+gEgAA2AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIoCgUAAAAUAgAC0xAFAAAAEwIAAhgSHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdlARZnkEAAAALQEBAAgAAAAyCmACKhIBAAAAKXkIAAAAMgpgAtsOAQAAADF5CAAAADIKYAJ7DgEAAAAoeQgAAAAyCowDBQcCAAAAKSkIAAAAMgqMA68FAQAAACwpCAAAADIKjAO/BAEAAAAoKQgAAAAyCowDMwMBAAAAKCkIAAAAMgpuARgJAgAAACkpCAAAADIKbgH+BwEAAAAsKQgAAAAyCm4BXgUBAAAAKCkIAAAAMgpuASABAQAAACgpHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdlARZnkEAAAALQECAAQAAADwAQEACAAAADIKjAO5EQEAAABqKQgAAAAyCm4BgxEBAAAAaikIAAAAMgpgAusNAgAAAGlqCAAAADIKYAJuDAEAAABpagsAAAAyCm4BjgIHAAAAUG9pc3NvbgAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2UBFmeQQAAAAtAQEABAAAAPABAgAIAAAAMgqMAxERAQAAAHlvCAAAADIKbgEXEQEAAAB0bwgAAAAyCmACrQwBAAAATW8IAAAAMgpgAgIMAQAAAGZvCAAAADIKjAOHBgEAAABqbwgAAAAyCowDPQUBAAAAaW8IAAAAMgqMA9sDAQAAAEFvCAAAADIKbgG2AQEAAABMbxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2VhEKUHCWZwD84xgA2JQ+doABQnZQEWZ5BAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACuQ8BAAAALW8IAAAAMgpgAo4KAQAAAD1vCAAAADIKjANnAgEAAAC2bwgAAAAyCm4BVAABAAAAtm8cAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2UBFmeQQAAAAtAQEABAAAAPABAgAIAAAAMgpuAYgIAQAAAHRvCAAAADIKbgHiBQIAAABNZgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHlQEWZ5AAAKADgAigEAAAAAAgAAAOzlGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)

对于完整的推导，我们参考[15]。

然后我们使用Adagrad [4]自适应学习率程序来更新元特征权重。Adagrad不是使用单一的固定学习率，而是在![](data:image/x-wmf;base64,183GmgAAAAAAACIENALsCQAAAADrWAEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2IhBm0gQAAAAtAQAACAAAADIKYAH6AgEAAAApeQgAAAAyCmABuQEBAAAALHkIAAAAMgpgATQAAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdiIQZtIEAAAALQEBAAQAAADwAQAACAAAADIKYAGpAgEAAABqeQgAAAAyCmABcgEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2IhBm0gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAT0CAQAAAHR5CAAAADIKYAEGAQEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANIiEGbSAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的第![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ27A5mhgQAAAAtAQAACAAAADIKYAFMAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADsDmaGAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个出现时对每个权重![](data:image/x-wmf;base64,183GmgAAAAAAANIENALsCQAAAAAbWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12DxNmmAQAAAAtAQAACAAAADIKYAGgAwEAAAApeQgAAAAyCmABSgIBAAAALHkIAAAAMgpgAVoBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlKl2gAGtdg8TZpgEAAAALQEBAAQAAADwAQAACAAAADIKYAEiAwEAAABqeQgAAAAyCmAB2AEBAAAAaXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12DxNmmAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAdwAAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHa9Ewq66GosAPzjGADYlKl2gAGtdg8TZpgEAAAALQEBAAQAAADwAQAACAAAADIKYAEWAAEAAABxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJgPE2aYAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)使用单独的自适应学习率![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2AhBm8gQAAAAtAQAACAAAADIKAAH0AAEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2JRAKL5iCbQD84xgA2JQ+doABQnYCEGbyBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgABCgABAAAAaHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDyAhBm8gAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，![](data:image/x-wmf;base64,183GmgAAAAAAAPYENALsCQAAAAA/WAEACQAAA+kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2eRBmHgQAAAAtAQAACAAAADIKYAG+AwEAAAApeQgAAAAyCmABaAIBAAAALHkIAAAAMgpgAXgBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdnkQZh4EAAAALQEBAAQAAADwAQAACAAAADIKYAFAAwEAAABqeQgAAAAyCmAB9gEBAAAAaXkIAAAAMgpgAUwAAQAAAE55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AHnkQZh4AAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。

![](data:image/x-wmf;base64,183GmgAAAAAAAFcCNALsCQAAAACeXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2cxBmzQQAAAAtAQAACAAAADIKYAFmAQEAAAApeQgAAAAyCmABrAABAAAAOHkIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAHMQZs0AAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAB4UpgXsCQAAAABFTwEACQAAA6cCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAVAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8AEgAA2AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAL0Ax4HBQAAABMC2ANPBwgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAuADTwcFAAAAEwLPBJYHBAAAAC0BAAAFAAAAFALPBJ4HBQAAABMCOAL8BwUAAAAUAjgC/AcFAAAAEwI4AtARBQAAABQCAAL2BgUAAAATAgAC8BEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdpsQCg8wvjQA/OMYANiUPnaAAUJ2mhBmcQQAAAAtAQIACAAAADIKdATZCgEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2kBAKAlC+NAD84xgA2JQ+doABQnaaEGZxBAAAAC0BAwAEAAAA8AECAAgAAAAyCisDfQwBAAAATnkIAAAAMgq8BGcNAQAAADF5CAAAADIKvAT4DAEAAAA9eQgAAAAyChsEDwkBAAAAMHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdpsQChAwvjQA/OMYANiUPnaAAUJ2mhBmcQQAAAAtAQIABAAAAPABAwAIAAAAMgobBPcNAQAAALZ5CAAAADIKGwTCCQEAAAAreQgAAAAyChsEFAgBAAAARHkIAAAAMgpgAsQFAQAAAD0AHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdpoQZnEEAAAALQEDAAQAAADwAQIACAAAADIKvAR6DAEAAABueQgAAAAyChsEsQ4BAAAAbnkIAAAAMgpgAvABAQAAAE55CAAAADIKYAL0AAEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnaaEGZxBAAAAC0BAgAEAAAA8AEDAAgAAAAyChsEqg8CAAAAaWoIAAAAMgpgAm4EAQAAAGpqCAAAADIKYAIkAwEAAABpahwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnaaEGZxBAAAAC0BAwAEAAAA8AECAAgAAAAyCm8DJxEBAAAAMmoIAAAAMgpgAnQBAQAAACwAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdpoQZnEEAAAALQECAAQAAADwAQMACAAAADIKGwSUEAEAAAApaggAAAAyChsELA8BAAAAKGoIAAAAMgpgAuwEAQAAAClqCAAAADIKYAKWAwEAAAAsaggAAAAyCmACpgIBAAAAKGocAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdpAQCgVQvjQA/OMYANiUPnaAAUJ2mhBmcQQAAAAtAQMABAAAAPABAgAIAAAAMgpuAf4LAQAAAGdqCAAAADIKYAIKAAEAAABoagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHGaEGZxAAAKADgAigEAAAAAAgAAAOzlGAAEAAAALQECAAQAAADwAQMAAwAAAAAA)

其中![](data:image/x-wmf;base64,183GmgAAAAAAAGABygHsCQAAAABXXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdgIQCvi4gm4A/OMYANiUPnaAAUJ2WA9mEQQAAAAtAQAACAAAADIKAAEoAAEAAABneQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABYD2YRAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是所有学习率的常数缩放因子，![](data:image/x-wmf;base64,183GmgAAAAAAABEC7QHsCQAAAAABXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2gRBm3AQAAAAtAQAACAAAADIKYAE1AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2gBAKjIDTagD84xgA2JQ+doABQnaBEGbcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABOgABAAAARHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDcgRBm3AAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)是初始累加器常数，![](data:image/x-wmf;base64,183GmgAAAAAAAP8DNALsCQAAAAA2XwEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2VgxmHAQAAAAtAQAACAAAADIKYAHRAgEAAAApeQgAAAAyCmABaQEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2VgxmHAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAecBAgAAAGlqHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdlYMZhwEAAAALQEAAAQAAADwAQEACAAAADIKYAHuAAEAAABuahwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2fBAKDogyKgD84xgA2JQ+doABQnZWDGYcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABNAABAAAAtmoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAcVgxmHAAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)是相对于![](data:image/x-wmf;base64,183GmgAAAAAAAK8ENALsCQAAAABmWAEACQAAA+kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2ZxBmGAQAAAAtAQAACAAAADIKYAGCAwEAAAApeQgAAAAyCmABLAIBAAAALHkIAAAAMgpgATwBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdmcQZhgEAAAALQEBAAQAAADwAQAACAAAADIKYAEEAwEAAABqeQgAAAAyCmABugEBAAAAaXkIAAAAMgpgAVgAAQAAAEF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGGcQZhgAAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的损失的第![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2XRBmUwQAAAAtAQAACAAAADIKYAFMAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABdEGZTAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个梯度的短手符号。

**3.4 优化**

如果我们将等式（7）中的梯度应用于每个（正和负）训练样例，则计算代价太高，因为即使所有负训练样例的第二项为零，对于所有![](data:image/x-wmf;base64,183GmgAAAAAAAJwKNALsCQAAAABVVgEACQAAA3YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gCQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdgsVCqowgWsA/OMYANiUqXaAAa12bRFmdQQAAAAtAQAACAAAADIKYAEcCQEAAAB8eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2LxQK3oiWbgD84xgA2JSpdoABrXZtEWZ1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB2AcBAAAAbnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12bRFmdQQAAAAtAQAABAAAAPABAQAIAAAAMgpgATAHAgAAAHx8CAAAADIKYAFwBgEAAAApfAgAAAAyCmABPgUBAAAAKHwIAAAAMgpgAQICAgAAAHx8CAAAADIKYAEiAAEAAAB8fBwAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZtEWZ1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABvAUBAAAAZnwcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12bRFmdQQAAAAtAQAABAAAAPABAQAJAAAAMgpgAfICAwAAAFBvc2UIAAAAMgpgAcQAAQAAAEVvCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdW0RZnUAAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)训练样例，都需要计算第一项。

然而，由于第一个术语不依赖于![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2gBBmwwQAAAAtAQAACAAAADIKAAEGAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnaAEGbDBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgABXgABAAAAeXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDDgBBmwwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，所以我们可以通过在![](data:image/x-wmf;base64,183GmgAAAAAAANsDNALsCQAAAAASXwEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ21hBmmAQAAAAtAQAACAAAADIKYAGRAgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2zRAKg2AYcAD84xgA2JQ+doABQnbWEGaYBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABjwEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ21hBmmAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAe4AAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdtYQZpgEAAAALQEBAAQAAADwAQAACAAAADIKYAGCAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJjWEGaYAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)但![](data:image/x-wmf;base64,183GmgAAAAAAALgDEQLsCQAAAABUXwEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2/hBm5gQAAAAtAQAACAAAADIKYAFlAgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2BhEKB0BKNgD84xgA2JQ+doABQnb+EGbmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABPwEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2/hBm5gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAZoAAQAAAGp5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdv4QZuYEAAAALQEBAAQAAADwAQAACAAAADIKYAEuAAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOb+EGbmAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的事件中添加梯度来分配负样例的更新。特别地，我们添加![](data:image/x-wmf;base64,183GmgAAAAAAAJ4C7QHsCQAAAACOXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAACAAAADIKYAGuAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZfFWbeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABMAEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAEN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3l8VZt4AAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，而不是添加术语![](data:image/x-wmf;base64,183GmgAAAAAAAJUDNALsCQAAAABcXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2AxFmXgQAAAAtAQAACAAAADIKYAFrAgIAAABpaggAAAAyCmAB7gABAAAAaWocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2AxFmXgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAS0BAQAAAE1qCAAAADIKYAGCAAEAAABmagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAF4DEWZeAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，这使我们只能在正样例上更新梯度。这是基于在整个训练集上这样是等价的观察。对于完整的推导，我们参考[15]。

我们注意到，本次更新只适用于单批训练是严格正确的，而不包括在线培训，因为![](data:image/x-wmf;base64,183GmgAAAAAAAHsCEQLsCQAAAACXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2XxFm3gQAAAAtAQAACAAAADIKYAF+AQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnZfEWbeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABQAABAAAATWoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDeXxFm3gAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)在每次更新后会变化。尽管如此，我们发现这样做会产生很好的效果，并且可以大大降低计算成本。施加到每个训练样例的在线梯度变为：

![](data:image/x-wmf;base64,183GmgAAAAAAAHsCNALsCQAAAACyXgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2dhVm4QQAAAAtAQAACAAAADIKYAFyAQEAAAApeQgAAAAyCmABsgABAAAAOXkIAAAAMgpgATQAAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAHYVZuEAAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,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)

对于正训练样例而言，它不是零，因此加速了![](data:image/x-wmf;base64,183GmgAAAAAAAHsCNALsCQAAAACyXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2aBFm7wQAAAAtAQAACAAAADIKYAHAAQEAAAB8eQgAAAAyCmABIgABAAAAfHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdh0RCgsg8nEA/OMYANiUPnaAAUJ2aBFm7wQAAAAtAQEABAAAAPABAAAIAAAAMgpgAXwAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A72gRZu8AAAoAOACKAQAAAAAAAAAA7OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)因子的计算。

**3.5 留一训练**

具有大量参数的模型容易过度拟合训练数据。处理此问题的首选方法是使用保留数据来评估参数。不幸的是，等式（9）中的聚合梯度不允许我们使用额外的数据来训练调整函数，因为它们将更新计算与训练数据中的相对频率![](data:image/x-wmf;base64,183GmgAAAAAAAOQCaATsCQAAAABxWAEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAASgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gAgAAuAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAJJAhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnbEEGZ4BAAAAC0BAQAIAAAAMgqMA30BAgAAAGlqCAAAADIKbgFQAQEAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnbEEGZ4BAAAAC0BAgAEAAAA8AEBAAgAAAAyCowDewABAAAAQ2oIAAAAMgpuAU4AAQAAAENqHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdsQQZngEAAAALQEBAAQAAADwAQIACAAAADIKbgHOAQEAAAAqagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHjEEGZ4AAAKADgAigEAAAAAAgAAAOzlGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)相结合。相反，我们必须求助留一训练法，以防止模型过度配套。我们通过排除生成梯度的事件来计算这些梯度的计数。因此，对于每个事件![](data:image/x-wmf;base64,183GmgAAAAAAAIMFNALsCQAAAABKWQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2pBFmWQQAAAAtAQAACAAAADIKYAFOBAEAAAApeQgAAAAyCmABXAIBAAAAKHkcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2pBFmWQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAb4DAQAAAHR5CAAAADIKYAHaAgEAAABmeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnakEWZZBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABXgMBAAAALHkIAAAAMgpgATQAAQAAAGV5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaSEQpeGGtdAPzjGADYlD52gAFCdqQRZlkEAAAALQEBAAQAAADwAQAACAAAADIKYAE2AQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFmkEWZZAAAKADgAigEAAAAAAAAAAOzlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的每个正例![](data:image/x-wmf;base64,183GmgAAAAAAACIENALsCQAAAADrWAEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2IhBm0gQAAAAtAQAACAAAADIKYAH6AgEAAAApeQgAAAAyCmABuQEBAAAALHkIAAAAMgpgATQAAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdiIQZtIEAAAALQEBAAQAAADwAQAACAAAADIKYAGpAgEAAABqeQgAAAAyCmABcgEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2IhBm0gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAT0CAQAAAHR5CAAAADIKYAEGAQEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANIiEGbSAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，我们计算梯度，不包括![](data:image/x-wmf;base64,183GmgAAAAAAAJ4C7QHsCQAAAACOXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAACAAAADIKYAGuAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZfFWbeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABMAEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAEN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3l8VZt4AAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)和![](data:image/x-wmf;base64,183GmgAAAAAAADQCEQLsCQAAAADYXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12khRmSgQAAAAtAQAACAAAADIKYAEwAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXaSFGZKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABLgABAAAAQ2oKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBKkhRmSgAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)中的1。对于负样例的梯度，我们只从![](data:image/x-wmf;base64,183GmgAAAAAAAJ4C7QHsCQAAAACOXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAACAAAADIKYAGuAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXZfFWbeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABMAEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12XxVm3gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAEN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3l8VZt4AAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)中排除1，因为我们没有观察到![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAADgAAAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa124ghmfwQAAAAtAQAACAAAADIKIAGaAAEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXbiCGZ/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCiABLgABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB/4ghmfwAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。为了保持负样本的梯度的总计算，我们将其均匀分布在所有具有相同特征的正例中；然后每个![](data:image/x-wmf;base64,183GmgAAAAAAADQCEQLsCQAAAADYXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12khRmSgQAAAAtAQAACAAAADIKYAEwAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXaSFGZKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABLgABAAAAQ2oKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBKkhRmSgAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)正例将计算![](data:image/x-wmf;base64,183GmgAAAAAAAF8FaATsCQAAAADKXwEACQAAA1cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAATgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+gBAAAuAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAKZBBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnZmEWaYBAAAAC0BAQAIAAAAMgqMA6UCAgAAAGlqCAAAADIKbgH7AwIAAABpaggAAAAyCm4BUAEBAAAAaWocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2ZhFmmAQAAAAtAQIABAAAAPABAQAIAAAAMgqMA6MBAQAAAENqCAAAADIKbgH5AgEAAABDaggAAAAyCm4BTgABAAAAQ2ocAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdrkRCo24glwA/OMYANiUPnaAAUJ2ZhFmmAQAAAAtAQEABAAAAPABAgAIAAAAMgpuAXoCAQAAAC1qHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdmYRZpgEAAAALQECAAQAAADwAQEACAAAADIKbgHOAQEAAAAqagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJhmEWaYAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)负例的梯度。

总而言之，当我们进行单批训练时，我们对所有正训练样例应用以下梯度更新规则：

![](data:image/x-wmf;base64,183GmgAAAAAAACsDNALsCQAAAADiXwEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2NRZmBQQAAAAtAQAACAAAADIKYAEUAgEAAAApeQgAAAAyCmABlAACAAAAMTAIAAAAMgpgATQAAQAAACgwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AADUWZgUAAAoAOACKAQAAAAD/////7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)![](data:image/x-wmf;base64,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)

其中![](data:image/x-wmf;base64,183GmgAAAAAAABECNALsCQAAAADYXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2HgxmHgQAAAAtAQAACAAAADIKYAFaAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnYeDGYeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABXgABAAAAeXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmkSCq3QEi8A/OMYANiUPnaAAUJ2HgxmHgQAAAAtAQAABAAAAPABAQAIAAAAMgpKARIBAQAAAKJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AHh4MZh4AAAoAOACKAQAAAAABAAAA7OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)是留一法的所有相关特征的产物：

![](data:image/x-wmf;base64,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)

**4 实验**

我们的实验设置使用[3]提供的十亿字基准语料库[[2]](#footnote-1)。

为了完整，这里是简短的语料库，仅包含单语英文资料：

• 训练标识总数约8亿

• 提供的词汇包括793471个单词，包括句子边界标记<S>，</ S>，并且通过丢 弃 计数低于3的所有单词来构造

• 词库之外的词被映射到一个<UNK>令牌，也是词库的一部分

• 句子顺序是随机的

• 测试数据共159658个词（不包括语言模型从未预测的句子开始标记<S>）

• 测试集上的超出词汇（OoV）率为0.28％。

在第一组实验中，我们研究如何将skip-gram特征与常规的n-gram特征结合起来。所有提到的n-gram模型都使用插值的Kneser-Ney（KN）平滑[11]进行训练，而不计算截止值，其中减益不随模型的顺序而变化。

为了引入skip-gram特征，我们可以构建一个“纯粹”的skip-gram式SNM，它不包含常规的n-gram特征（除了unigrams），并用KN内插这个模型，或者我们可以构建一个具有常规n-gram特征和skip-gram特征的SNM。我们通过选择skip-gram特征来比较两种方法，该特征可以被认为是5-grams的skip等效值，即它们最多包含4个字。特别是，我们使用skip-gram特征，其中长距离跨度限制在1到3之间，最多3个字（![](data:image/x-wmf;base64,183GmgAAAAAAABUVNALsCQAAAADcSQEACQAAA5UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgExIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gEgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2tRVmDAQAAAAtAQAACAAAADIKYAFqEgEAAABdeQgAAAAyCmABqhEBAAAANHkIAAAAMgpgAeoQAgAAAC4uCAAAADIKYAEqEAEAAAAxLggAAAAyCmAByg8BAAAAWy4IAAAAMgpgAYoKAgAAAF0sCAAAADIKYAHWCQEAAAAzLAgAAAAyCmABFgkCAAAALi4IAAAAMgpgAVYIAQAAADEuCAAAADIKYAH2BwEAAABbLggAAAAyCmAB3gQCAAAAXSwIAAAAMgpgASoEAQAAADMsCAAAADIKYAFqAwIAAAAuLggAAAAyCmABqgIBAAAAMS4IAAAAMgpgAUoCAQAAAFsuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbSFQoO0ItvAPzjGADYlD52gAFCdrUVZgwEAAAALQEBAAQAAADwAQAACAAAADIKYAG8DgEAAAA9LggAAAAyCmABggwBAAAAKy4IAAAAMgpgAegGAQAAAD0uCAAAADIKYAE8AQEAAAA9LhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQna1FWYMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABnA0BAAAAYS4IAAAAMgpgAZgLAQAAAHIuCAAAADIKYAHyBQEAAABzLggAAAAyCmABOgABAAAAci4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAMtRVmDAAACgA4AIoBAAAAAAEAAADs5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)）和其中所有超过4的skip都被绑定并受到最多2个字的长距离跨距限制（![](data:image/x-wmf;base64,183GmgAAAAAAABUVNALsCQAAAADcSQEACQAAA4cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgExIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gEgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2/hVmXAQAAAAtAQAACAAAADIKYAF8EgEAAABdeQgAAAAyCmABvBEBAAAANHkIAAAAMgpgAfwQAgAAAC4uCAAAADIKYAE8EAEAAAAxLggAAAAyCmAB3A8BAAAAWy4KAAAAMgpgASIJBQAAAC4uKl0sAAgAAAAyCmABYggBAAAAMS4IAAAAMgpgAQIIAQAAAFsuCAAAADIKYAHqBAIAAABdLAgAAAAyCmABKgQBAAAAMiwIAAAAMgpgAWoDAgAAAC4uCAAAADIKYAGqAgEAAAAxLggAAAAyCmABSgIBAAAAWy4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAduMVCr7YXnEA/OMYANiUPnaAAUJ2/hVmXAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAc4OAQAAAD0uCAAAADIKYAGUDAEAAAArLggAAAAyCmAB9AYBAAAAPS4IAAAAMgpgATwBAQAAAD0uHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGADYlD52gAFCdv4VZlwEAAAALQEAAAQAAADwAQEACAAAADIKYAGuDQEAAABhLggAAAAyCmABqgsBAAAAci4IAAAAMgpgAf4FAQAAAHMuCAAAADIKYAE6AAEAAAByLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFz+FWZcAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）。然后，我们构建了一个使用这些特征和常规5-grams（SNM5-skip）的模型，以及仅使用skip-gram特征（SNM5-skip（no n-gram））的模型。

|  |  |  |
| --- | --- | --- |
| Model | Params | PPL |
| SNM5-skip(no n-grams)  SNM5-skip | 61B  62B | 69.8  54.2 |
| KN5+SNM5-skip (no n-grams)  KN5+SNM5-skip |  | 56.5  53.6 |

表1：具有和不具有n-gram的SNM5-skip模型的参数数量（百亿级）和困惑度结果，以及使用KN5插值的困惑度结果。

事实证明，从表1可以看出，最好将所有特征纳入一个单一的SNM模型，而不是用KN 5-grams模型（KN5）插值。使用KN5插入全留式SNM5-skip几乎不会产生额外的增益。这是不奇怪的，因为线性内插使用固定权重来评估每个单词序列，而SNM模型应用了依赖于上下文和目标单词的可变权重。迄今为止最好的SNM结果是使用10-grams（SNM10-skip），连同最多5个字的无缝skip-gram特征，跳过1个字（![](data:image/x-wmf;base64,183GmgAAAAAAAP0LNALsCQAAAAA0VwEACQAAA0UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgChIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gCgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ2TBZmGQQAAAAtAQAACAAAADIKYAEwCgEAAABdeQgAAAAyCmABdgkBAAAANXkIAAAAMgpgAbYIAgAAAC4uCAAAADIKYAH2BwEAAAAxLggAAAAyCmABlgcBAAAAWy4IAAAAMgpgAdQCAQAAACwuCAAAADIKYAE4AgEAAAAxLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2vBUKvFB3XgD84xgA2JQ+doABQnZMFmYZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABiAYBAAAAPS4IAAAAMgpgAU4EAQAAACsACAAAADIKYAE2AQEAAAA9LhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnZMFmYZBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABaAUBAAAAYS4IAAAAMgpgAWQDAQAAAHIuCAAAADIKYAFAAAEAAABzLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABlMFmYZAAAKADgAigEAAAAAAQAAAOzlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）以及最多4个字的连接skip-gram特征，其中只有1个字是长距离的，但最多可以跳过10个字（如![](data:image/x-wmf;base64,183GmgAAAAAAACcTNALsCQAAAADuTwEACQAAA30BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgERIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gEQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUPnaAAUJ20BRmtAQAAAAtAQAACAAAADIKYAG0EAEAAABdeQgAAAAyCmAB9A8BAAAANHkIAAAAMgpgATQPAgAAAC4uCAAAADIKYAF0DgEAAAAxLggAAAAyCmABFA4BAAAAWy4IAAAAMgpgAdQIAgAAAF0sCAAAADIKYAFUBwIAAAAxMAgAAAAyCmABlAYCAAAALi4IAAAAMgpgAdQFAQAAADEACAAAADIKYAF0BQEAAABbLggAAAAyCmAB2gIBAAAALC4IAAAAMgpgAT4CAQAAADEuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZUFQrJqKZlAPzjGADYlD52gAFCdtAUZrQEAAAALQEBAAQAAADwAQAACAAAADIKYAEGDQEAAAA9LggAAAAyCmABzAoBAAAAKy4IAAAAMgpgAWYEAQAAAD0uCAAAADIKYAE8AQEAAAA9LhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JQ+doABQnbQFGa0BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmAB5gsBAAAAYS4IAAAAMgpgAeIJAQAAAHIACAAAADIKYAFwAwEAAABzLggAAAAyCmABOgABAAAAci4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC00BRmtAAACgA4AIoBAAAAAAEAAADs5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)）。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Model | Params | PPL | interpolation weights | | |
| KN5  HSME  SBO  SNM5-skip  SNM10-skip  RNNME-256  RNNME-512  RNNME-1024 | 1.76B  6B  1.13B  62B  33B  20B  20B  20B | 67.6  101.3  87.9  54.2  52.9  58.2  54.6  51.3 | 0.4  0.6 | 0.06  0.00  0.20  0.00  0.13  0.61 | 0.00  0.00  0.04  0.10  0.27  0.00  0.07  0.53 |
| SNM10-skip+RNNME-1024 |  |  | 41.3 |  |  |
| Previous best |  |  |  | 43.8 |  |
| ALL |  |  |  |  | 41.0 |

表2：所有调查模型的参数数量（百亿）和复杂度结果，以及插值结果和权重。

丰富的短距离和浅长距离特征的混合使得该模型能够获得最先进的结果。表2将其对KN5的困惑以及以下语言模型进行了比较：

• 分层软最大熵LM（HSME）[7]，[13]

• 傻瓜式倒退LM（SBO）[2]

• 具有最大熵的反复神经网络（RNNME）[12]

然而，描述这些模型超出了本文的范围。相反，我们将读者引导至[3]，其中包含表2中所有模型的详细描述。

当我们将SNM10-skip的困惑与隐藏层（RNNME-1024）中的1024个神经元的最先进的RNNLM进行比较时，发现差异仅为3％。此外，虽然我们的模型具有比RNN更多的参数（33 vs 200亿），但训练只需要大约十分之一的时间（24小时vs 240小时）。有趣的是，当我们插入这两个模型时，我们增加了20％的增益，据我们所知，41.3的困惑已经是这个数据库中最好的报告，最高达6％。

最后，当我们优化所有模型的插值权重时，额外模型的贡献以及困惑度的降低可以忽略不计。

**5 相关工作**

SNM评估与依赖于各种顺序混合相对频率的所有n-gram LM平滑技术密切相关。与大多数这些不同，它将各种指令的预测变量相结合，而不依赖于上下文的分层嵌套，使其更接近于最大熵（ME）[17]或指数模型。

我们不是第一个强调在更长时间内捕获依赖关系的skip-gram效果的功能，类似于RNNLM；最近，[16]也表明使用单跳的退避泛化产生了显着的困惑度下降。我们注意到，我们的SNM模型是使用单个和更长的跳过进行训练的，据我们所知，我们评估特征权重的方法是完全原始的。

通过分层预测输出层[7]和子采样[21]提供的ME和RNN LM训练的加速仍然需要在词汇大小中线性化的更新与训练数据中的单词数量相关，而对于更小的调整函数，式（10）中的SNM更新消除了对词汇大小的依赖。

**6 结论与未来的工作**

我们已经提出了SNM，一种新的LM评估技术系列。对十亿字基准的第一次实证评估[3]表明，使用skip-gram特征，SNMLM能够匹配最先进的RNN LM;结合两种建模技术，在基准测试中产生最为人所知的结果。

SNMLMs与最大熵和RNNLM评估的计算优势有一定的方法在有效地组合任意特征方面具有相同的灵活性，但是应该像n-gram LM一样优雅地扩展到非常大量的数据。

未来的工作项目包括模型修剪，探索类似于[6]的更丰富的功能，以及调整模型中更丰富的元数据，混合了针对各种数据源进行培训的SNM模型，使其在给定的开发集上表现最好，在这方面更灵活的评估技术。
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1. 事实上，即使在![](data:image/x-wmf;base64,183GmgAAAAAAAD0BygHsCQAAAAAKXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAADgAAAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12LBRm4wQAAAAtAQAACAAAADIKIAGaAAEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgA2JSpdoABrXYsFGbjBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiABLgABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDjLBRm4wAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)可以取任何非负值的一般情况下，该项也将梯度消失，因为它独立于![](data:image/x-wmf;base64,183GmgAAAAAAABECygHsCQAAAAAmXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYANiUqXaAAa12ORVmFAQAAAAtAQAACAAAADIKYAE0AAEAAABNeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAA5FWYUAAAKADgAigEAAAAA/////+zlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。 [↑](#footnote-ref-0)
2. http://www.statmt.org/lm-benchmark [↑](#footnote-ref-1)