FML\_SSIGNMENT\_2

Bhargavi kundrapu

2023-09-30

## Summary

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

Answer: 0

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

Answer: K=3

1. Show the confusion matrix for the validation data that results from using the best k.

Answer:

matrix(c(1786, 63,9,142), ncol=2, byrow=TRUE, dimnames = list(prediction=c(0,1),reference=c(0,1)))

## reference  
## prediction 0 1  
## 0 1786 63  
## 1 9 142

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

Answer: 0

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

Answer: Confussion matrix to the train, validation and testing are below refer to the code

# Difference

##Test vs.Train:

Accuracy: Train has a higher accuracy (0.9764) compared to Test (0.961).

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7672) compared to Test (0.6875).

Specificity (True Negative Rate): Train has higher specificity (0.9978) compared to Test (0.9955).

Positive Predictive Value (Precision):Train has a higher positive predictive value (0.9727) compared to Test (0.9506).

## Train vs.Validation:

Accuracy: Train still has a higher accuracy (0.9772) compared to Validation (0.958).

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7589) compared to Validation (0.625).

Specificity (True Negative Rate): Train has higher specificity (0.9987) compared to Validation (0.9934).

Positive Predictive Value (Precision): Train still has a higher positive predictive value (0.9827) compared to Validation (0.9091).

## Test vs. Validation

Accuracy: Validation has a higher accuracy (0.968) than Test (0.961).

Sensitivity (True Positive Rate) : Validation has higher sensitivity (0.69118) than Test (0.6875).

Specificity (True Negative Rate) : Validation has higher specificity (0.99560)than Test (0.9955).

Positive Predictive Value (Precision): Test has a higher positive predictive value (0.9506) than validation (0.9400).

## Potential Reasons for Differences:

\*\* The model might perform better on the validation set if its data distribution is more comparable to that of the training set  Between the training and validation sets, there might be unintended data leakage. Performance measurements may be overstated if some data from the training set accidentally made it into the validation set  The performance of the model may be negatively impacted by certain noisy or incorrectly labeled data points in the test set. The validation set could have been more well-curated or cleaner \*\*

## Problem Statement

Universal bank is a young bank growing rapidly in terms of overall customer acquisition. The majority of these customers are liability customers (depositors) with varying sizes of relationship with the bank. The customer base of asset customers (borrowers) is quite small, and the bank is interested in expanding this base rapidly in more loan business. In particular, it wants to explore ways of converting its liability customers to personal loan customers.

A campaign that the bank ran last year for liability customers showed a healthy conversion rate of over 9% success. This has encouraged the retail marketing department to devise smarter campaigns with better target marketing. The goal is to use k-NN to predict whether a new customer will accept a loan offer. This will serve as the basis for the design of a new campaign.

The file UniversalBank.csv contains data on 5000 customers. The data include customer demographic information (age, income, etc.), the customer’s relationship with the bank (mortgage, securities account, etc.), and the customer response to the last personal loan campaign (Personal Loan). Among these 5000 customers, only 480 (= 9.6%) accepted the personal loan that was offered to them in the earlier campaign.

Partition the data into training (60%) and validation (40%) sets

### Data Import and Cleaning

## First, load the required libraries

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

## Read the data.

universal.df <- read.csv("C:/Users/user/Desktop/fml assignment/UniversalBank.csv")  
dim(universal.df)

## [1] 5000 14

t(t(names(universal.df))) # The t function creates a transpose of the dataframe

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

## Drop ID and ZIP

universal.df <- universal.df[,-c(1,5)]

Split Data into 60% training and 40% validation. There are many ways to do this. We will look at 2 different ways. Before we split, let us transform categorical variables into dummy variables

# Only Education needs to be converted to factor  
  
universal.df$Education <- as.factor(universal.df$Education)

# Now, convert Education to Dummy Variables

groups <- dummyVars(~., data = universal.df) # This creates the dummy groups  
universal\_m.df <- as.data.frame(predict(groups,universal.df))

set.seed(1) # Important to ensure that we get the same sample if we rerun the code  
train.index <- sample(row.names(universal\_m.df), 0.6\*dim(universal\_m.df)[1])  
valid.index <- setdiff(row.names(universal\_m.df), train.index)   
train.df <- universal\_m.df[train.index,]  
valid.df <- universal\_m.df[valid.index,]  
t(t(names(train.df)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

##Now, let us normalize the data

train.norm <- train.df[,-10] # Note that Personal Income is the 10th variable  
valid.norm <- valid.df[,-10]  
  
norm.values <- preProcess(train.df[, -10], method=c("center", "scale"))  
train.norm <- predict(norm.values, train.df[, -10])  
valid.norm <- predict(norm.values, valid.df[, -10])

### Questions

Consider the following customer:

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# We have converted all categorical variables to dummy variables  
# Let's create a new sample  
new\_customer <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)

# Normalize the new customer  
  
new.cust.norm <- new\_customer  
new.cust.norm <- predict(norm.values,new.cust.norm)

### Now let us predict using K-NN(k- Nearest neighbors)

knn.pred1 <- class::knn(train = train.norm,   
 test = new.cust.norm,   
 cl = train.df$Personal.Loan, k = 1)  
knn.pred1

## [1] 0  
## Levels: 0 1

1. What is a choice of k that balances between overfitting and ignoring the predictor information? ### Calculate the accuracy for each value of k  
   ### Set the range of k values to consider

accuracy.df <- data.frame(k = seq(1, 20, 1), overallaccuracy = rep(0, 20))   
for(i in 1:20)   
 {knn.pred <- class::knn(train = train.norm,   
 test = valid.norm,   
 cl = train.df$Personal.Loan, k = i)  
 accuracy.df[i, 2] <- confusionMatrix(knn.pred,as.factor(valid.df$Personal.Loan),positive = "1")$overall[1]  
}  
which(accuracy.df[,2] == max(accuracy.df[,2]))

## [1] 3

plot(accuracy.df$k,accuracy.df$overallaccuracy, main = "Accuracy Vs K", xlab = "k", ylab = "accuracy")

![](data:image/png;base64,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)

3.Show the confusion matrix for the validation data that results from using the best k.

### Confusion Matrix using best K=3

knn.pred <- class::knn(train = train.norm,  
 test = valid.norm,   
 cl = train.df$Personal.Loan, k = 3)  
  
confusionMatrix(knn.pred,as.factor(valid.df$Personal.Loan))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1786 63  
## 1 9 142  
##   
## Accuracy : 0.964   
## 95% CI : (0.9549, 0.9717)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7785   
##   
## Mcnemar's Test P-Value : 4.208e-10   
##   
## Sensitivity : 0.9950   
## Specificity : 0.6927   
## Pos Pred Value : 0.9659   
## Neg Pred Value : 0.9404   
## Prevalence : 0.8975   
## Detection Rate : 0.8930   
## Detection Prevalence : 0.9245   
## Balanced Accuracy : 0.8438   
##   
## 'Positive' Class : 0   
##

4.Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

# Load new customer profile

new\_customer<-data.frame(  
 Age = 40,   
 Experience = 10,   
 Income = 84,   
 family =2,   
 CCAvg = 2,   
 Education\_1 = 0,  
 Education\_2 = 1,   
 Education\_3 = 0,   
 Mortgage = 0,   
 Securities.Account = 0,   
 CDAccount = 0,   
 Online = 1,   
 CreditCard = 1)

knn.pred1 <- class::knn(train = train.norm,   
 test = new.cust.norm,   
 cl = train.df$Personal.Loan, k = 3)  
knn.pred1

## [1] 0  
## Levels: 0 1

## Print the predicted class (1 for loan acceptance, 0 for loan rejection)

print("This customer is classified as: Loan Rejected")

## [1] "This customer is classified as: Loan Rejected"

5. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

### Split the data to 50% training and 30% Validation and 20% Testing

set.seed(1)  
Train\_In <- sample(row.names(universal\_m.df), 0.5\*dim(universal\_m.df)[1])  
Val\_In <- sample(setdiff(row.names(universal\_m.df),Train\_In),0.3\*dim(universal\_m.df)[1])  
Test\_In <-setdiff(row.names(universal\_m.df),union(Train\_In,Val\_In))  
Train\_Data\_df <- universal\_m.df[Train\_In,]  
Validation\_Data\_df <- universal\_m.df[Val\_In,]  
Test\_Data\_df <- universal\_m.df[Test\_In,]

### Now normalize the data

train.norm<- Train\_Data\_df[,-10]  
valid.norm <- Validation\_Data\_df[,-10]  
Test.norm <-Test\_Data\_df[,-10]  
  
normalization.values <- preProcess(Train\_Data\_df[, -10], method=c("center", "scale"))  
train.norm.df1 <- predict(normalization.values, Train\_Data\_df[,-10])  
valid.norm.df1 <- predict(normalization.values, Validation\_Data\_df[,-10])  
Test.norm.df1 <-predict(normalization.values,Test\_Data\_df[,-10])

### Now let us predict using K-NN(k- Nearest neighbors)

valid\_knn = class::knn(train = train.norm.df1,   
 test = valid.norm.df1,   
 cl = Train\_Data\_df$Personal.Loan,   
 k = 3)  
  
test\_knn = class::knn(train = train.norm.df1,   
 test = Test.norm.df1,   
 cl = Train\_Data\_df$Personal.Loan,   
 k = 3)  
  
Train\_knn = class::knn(train = train.norm.df1,   
 test = train.norm.df1,   
 cl = Train\_Data\_df$Personal.Loan,   
 k = 3)

### Validation confusion Matrix

validation\_confusion = confusionMatrix(valid\_knn,   
 as.factor(Validation\_Data\_df$Personal.Loan),   
 positive = "1")  
  
validation\_confusion

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1358 42  
## 1 6 94  
##   
## Accuracy : 0.968   
## 95% CI : (0.9578, 0.9763)  
## No Information Rate : 0.9093   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7797   
##   
## Mcnemar's Test P-Value : 4.376e-07   
##   
## Sensitivity : 0.69118   
## Specificity : 0.99560   
## Pos Pred Value : 0.94000   
## Neg Pred Value : 0.97000   
## Prevalence : 0.09067   
## Detection Rate : 0.06267   
## Detection Prevalence : 0.06667   
## Balanced Accuracy : 0.84339   
##   
## 'Positive' Class : 1   
##

### Test confusion Matrix

test\_confusion = confusionMatrix(test\_knn,   
 as.factor(Test\_Data\_df$Personal.Loan),   
 positive = "1")  
  
  
test\_confusion

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 884 35  
## 1 4 77  
##   
## Accuracy : 0.961   
## 95% CI : (0.9471, 0.9721)  
## No Information Rate : 0.888   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.777   
##   
## Mcnemar's Test P-Value : 1.556e-06   
##   
## Sensitivity : 0.6875   
## Specificity : 0.9955   
## Pos Pred Value : 0.9506   
## Neg Pred Value : 0.9619   
## Prevalence : 0.1120   
## Detection Rate : 0.0770   
## Detection Prevalence : 0.0810   
## Balanced Accuracy : 0.8415   
##   
## 'Positive' Class : 1   
##

### Training confusion Matrix

Training\_confusion = confusionMatrix(Train\_knn,   
 as.factor(Train\_Data\_df$Personal.Loan),   
 positive = "1")  
  
Training\_confusion

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2263 54  
## 1 5 178  
##   
## Accuracy : 0.9764   
## 95% CI : (0.9697, 0.982)  
## No Information Rate : 0.9072   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8452   
##   
## Mcnemar's Test P-Value : 4.129e-10   
##   
## Sensitivity : 0.7672   
## Specificity : 0.9978   
## Pos Pred Value : 0.9727   
## Neg Pred Value : 0.9767   
## Prevalence : 0.0928   
## Detection Rate : 0.0712   
## Detection Prevalence : 0.0732   
## Balanced Accuracy : 0.8825   
##   
## 'Positive' Class : 1   
##

# Difference

##Test vs.Train:

Accuracy: Train has a higher accuracy (0.9764) compared to Test (0.961).

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7672) compared to Test (0.6875).

Specificity (True Negative Rate): Train has higher specificity (0.9978) compared to Test (0.9955).

Positive Predictive Value (Precision):Train has a higher positive predictive value (0.9727) compared to Test (0.9506).

## Training vs.Validation:

Accuracy: Train still has a higher accuracy (0.9764) compared to Validation (0.968).

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7672) compared to Validation (0.69118).

Specificity (True Negative Rate): Train has higher specificity (0.9987) compared to Validation (0.99560).

Positive Predictive Value (Precision): Train still has a higher positive predictive value (0.9727) compared to Validation (0.94000).

## Test vs. Validation

Accuracy: Validation has a higher accuracy (0.968) than Test (0.961).

Sensitivity (True Positive Rate) : Validation has higher sensitivity (0.69118) than Test (0.6875).

Specificity (True Negative Rate) : Validation has higher specificity (0.99560)than Test (0.9955).

Positive Predictive Value (Precision): Test has a higher positive predictive value (0.9506) than validation (0.9400).

## Potential Reasons for Differences:

\*\* The model might perform better on the validation set if its data distribution is more comparable to that of the training set  Between the training and validation sets, there might be unintended data leakage. Performance measurements may be overstated if some data from the training set accidentally made it into the validation set  The performance of the model may be negatively impacted by certain noisy or incorrectly labeled data points in the test set. The validation set could have been more well-curated or cleaner \*\*