1. AWS connection:

Use pem file and ipv4 dns for connection

use security-group-…. Add ip address when using new devices

1. Mobaxterm ssh link:

ubuntu@ip-10-0-0-9:~$ ssh-keygen

Generating public/private rsa key pair.

Enter file in which to save the key (/home/ubuntu/.ssh/id\_rsa):

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/ubuntu/.ssh/id\_rsa

Your public key has been saved in /home/ubuntu/.ssh/id\_rsa.pub

The key fingerprint is:

SHA256:CurVynb1qChdXYMVlDRJ3EU4ZKAK14zBZTszKYjUvQI ubuntu@ip-10-0-0-9

The key's randomart image is:
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ubuntu@ip-10-0-0-9:~$ cat ~/.ssh/id\_rsa.pub

ssh-rsa AAAAB3NzaC1yc2EAAAADAQABAAABgQDm6xG/G29dzNGq/fzCCttS6zaHIWxKCrs3PEBgHehuuvLb0hleCmc3euoIj/zt9kpwCWqmjmiERk0wfqwxYg5MMDn3v0Msh1wa3m25ejJThKCVzX9dnnThJiqm3Vd+3uPAKzBH4iMmayxllijiDp4zYB9ivkQ1wWQrPS5YhEK7/tNWHbC7oZ5EeU1/X3rVXA/xPDz4ip+sMiMHPiT4fy+I1MbTuXAcx/6PKkxN/GDwtknnviZvgl1p5MAf81gHBphte1gkllOjFKiACoQZIQ1M5pSiuRQm7Ak8lLQdd4RH9uy28WtSuhaKy0yEkeFiBXmaZyIkUDxJ2AzPvtfxhGA5m2+eywDDgSwEWn5WkVXjVsUxiBNCkNQ09wW3OdHtNapqxOqjHj5rCmbL80RwCwQQW4niK46wwonnlPR0lWKWwZ58J61BnG3V6f2yAxxKw1kHZJvwrv6dEL2c6hIbHJgt8Mbj4ypVCN1ZZ8cSTlIueEejH6wSJu3F/MQr/FEDvAs= ubuntu@ip-10-0-0-9

ubuntu@ip-10-0-0-9:~$ ^C

The last part was added into github SSH to establish the connection

1. Create Image from docker file:

ubuntu@ip-10-0-0-9:~/chang/infrastructure$ cd docker/

ubuntu@ip-10-0-0-9:~/chang/infrastructure/docker$ docker build -f Dockerfile.spotlight\_base -t spotlight\_base:latest .

check available Images: docker image list

REPOSITORY TAG IMAGE ID CREATED SIZE

spotlight\_base latest 928562bfdd6f 34 seconds ago 9.48GB

1. Create a container from the image:  
   Usage: docker run [OPTIONS] IMAGE [COMMAND] [ARG...]

Create and run a new container from an image

ubuntu@ip-10-0-0-9:~/chang$ docker run -v .:/workspace --gpus all -it spotlight\_base:latest

root@9b4ae2a4bd9f:/workspace# ls

infrastructure

1. When running time is long, use screen to run jobs:

In root (container):

1. screen
2. screen -ls (check screens)
3. screen -r screenname (reactivate screen)
4. Ctrl + A ++D detach the screen