***A Personalized Approach to Named Entity Disambiguation:***

***Exploiting user-specific structured knowledge to model author interests and resolve intended meaning***

**Abstract:**

Recent years have seen an explosion in the amount of user-generated content found on the web, presenting both new challenges and new opportunities in information retrieval. This paper focuses on those associated with the disambiguation of named entities in short texts, and we introduce a personalized approach to this problem that is novel in its incorporation of user-specific, structured external information.

A user’s text based content on social media sites often contains many mentions of people, places, and events. Unfortunately, this content is often noisy and hard to process, making it difficult to identify the intended referent when an entity mention is ambiguous. Further, in the case of short texts such as annotations, tags, or micro-blog posts there is little lexical context on which traditional disambiguation strategies rely.

Opportunely, at the same time, an individual often participates in multiple online communities, and a user’s maintained accounts specify profile information that can serve to uniquely identify her across different websites. Also, a user’s contributions to knowledge repositories offer a source of structured data indicative of personal areas of interest and topics of attention.

We aim to uncover, connect, and leverage this external information as a kind of “personal context” that can be applied to improve existing disambiguation strategies. By modeling a user’s domains of interest with respect to a structured knowledge base, we reduce the search space of candidate entity meanings to those topics about which a user has previously exhibited interest and thereby achieve better accuracy during entity resolution tasks.

**1 Introduction & Background**

*Named Entity Recognition (NER)* refers to the process of systematically identifying in unstructured text mentions of entities such as people, places, or organizations. A major associated challenge is the *Named Entity Disambiguation (NED)* problem, which occurs when it is unclear to what actual entity a detected entity’s *surface form* may refer. For example, the *surface* “Ford” is an ambiguous named entity whose mention could refer to a number of candidate *meanings* or *concepts*, of which there are over 50 according to its Wikipedia disambiguation page.

Typical disambiguation strategies operate by constructing a representation for an entity mention’s context and that mention’s candidate meanings, formulating a measure of similarity between the context and each meaning, and selecting as the correct candidate the one with the greatest computed similarity score. However, entities in short texts on social media sites are inherently difficult to disambiguate due to the nature of this content. In particular, lexical context is sparse or non-existent in short texts. In addition, all of a user’s contributions on a site cannot serve as a feasible corpus or as background information since users do not generally produce large enough volumes of such content. It therefore becomes desirable to draw on external data.

Wikipedia is a rich source of external information, providing broad coverage of domain independent named entity topics and rare word senses (Zesch, 2007; Li, 2011). Separate research has also revealed that it is possible to perform topic modeling on the text a user produces online in order to model individual interests. We propose to combine these two ideas and apply them to the problem of Named Entity Disambiguation.

Specifically, we propose that the article revision history of a Wikipedia editor can serve as a basis on which to model the topics and concepts that most interest a user and about which that user tends to produce content as a result. We also hypothesize that such individual interests are expressed across the multiple online communities in which the user participates. Thus, we aim to connect the identity of the author of an ambiguous text with the Wikipedia editor account that belongs to the same individual. By measuring the overlap between the concepts associated with a user’s interest model and the concept that corresponds to a potential meaning of an ambiguous entity, we are able to take advantage of personally and semantically relevant information in order to determine the user’s actual intended meaning.

To our knowledge, this research is the first attempt to leverage external structured data about individual users’ interests in order to improve disambiguation tasks. In particular, this paper makes the following contributions:

1. We develop a model that matches cross-site user identities in order to represent personal interests in terms of structured web resources.
2. We present a system that incorporates this user-specific information in order to increase the coverage of relevant topics when contextual data is sparse.
3. We compare the performance of our strategies with those of existing disambiguation systems, and we also evaluate our system’s ability to correctly identify entity meaning against a ceiling provided by human judges.

The remainder of the paper is organized as follows. Section 2 lays out relations to extant research. Section 3 details our approach and the implemented system, called RESLVE (Resolving Entity Sense by LeVeraging Edits). Section 4 describes the experiment we performed to evaluate the system, compares its performance to alternate methods, and provides discussion of results. Finally, Section 5 offers concluding remarks and directions for future research.

**2 Theoretical Motivations & Related Work**

**2.1 Wikipedia: Augmenting entity representations with structured semantic knowledge**

Wikipedia has received considerable attention as a knowledge resource that can facilitate text extraction, recognition, and disambiguation tasks. Prior research has been successful in enhancing the representation of concepts and the relations among them by utilizing Wikipedia as a content inventory and by drawing on its organization schemes.

Bunescu and Pasca (2006) and Cucerzan (2007) were among the first researchers to map named entities to Wikipedia resources corresponding to the same concepts. Other early research successfully used the content, titles, and categories of Wikipedia articles to measure semantic relatedness between words (Strube and Ponzetto, 2006).

Since then, subsequent research has continued to identify additional Wikipedia-based features that can serve as external background knowledge to improve NER and NED. Notable examples include… (*see end of this paper for outline of most relevant recent research that need to summarize and insert here*).

Other research has addressed entity resolution by combining an entity’s lexical context with a priori information about a candidate resource’s prominence (Fader et al., 2009; Hoffart et al., 2011).

Most recently, research has demonstrated that these ideas to connect named entities to structured resources can be applied effectively on short texts as well (Boston, 2012; Ferragina, 2012).

However, while much research has explored and incorporated various pieces of information from Wikipedia in order to represent entity context and score similarity, there is an extremely valuable ingredient that has yet to be taken advantage of: **author revision history.** We therefore explore personalizing a popularity-based approach that selects the candidate most prominent in a user interest model.

**2.2 User Produced Content: Modeling user interest from online contributions**

Prior research has found that a user produces text content both on social media and on Wikipedia that is tied to her personal areas of interest and that these interests can be represented using structured semantic data.

Researchers have found that the linguistic features of a user’s tweets comprise the main topics of interest to that user (Pennacchiotti and Popescu, 2011). In addition, research has demonstrated that a user’s interests are exhibited by the named entities that appear frequently in Tweets and that they can be represented according to the Wikipedia Category page that covers these entities (Michelson and Macskassy, 2010). Abel et al. (2011) had success in extracting entities from a user’s tweets and represent them using Linked Open Data.

Meanwhile, other research has shown that Wikipedia editors seek out articles to edit based on topics of personal interest, and most Wikipedia editors have at least one area of concentration in terms of content categories (Wattenberg et al., 2007). Editor revision histories on Wikipedia have also been used to determine a user’s topics of expertise (Lieberman et al., 2009).

Further, not only is article editing behavior indicative of topical interest (Cosley et al., 2007) but research has demonstrated that Wikipedia resources such as article pages and category graphs can effectively represent the concepts corresponding to these interests (Syed et al., 2008).

Consequently, we pursue the hypothesis that an individual’s topics of interest are expressed equitably across multiple sites and that by connecting that user’s identities on social media and Wikipedia, we can exploit the latter’s large amount of structured knowledge to augment the sparse contextual information available on the former. We discuss this idea of connecting a user’s online identities in the next section.

**2.3 Virtual Identity Alignment: Matching cross-site accounts to a single unique user**

Research has shown that it is possible to detect and connect profiles belonging to the same individual across multiple online systems. Individual users hold accounts and participate at multiple online communities, and it is possible to uniquely identify users given the presence of matching profile information.

Recent work found that if certain profile attributes such as name, email address, or hometown are available and consistent, then it is possible to identify with high precision accounts on different sites belonging to the same user. (Abel, 2011). Carmagnola and Cena (2009) examine various similar identification properties in order to address cross-system user identification.

Most notably, Perito et al. (2011) demonstrate that it is possible to identify accounts belonging to the same individual with high precision solely based on matching usernames.

(*Also need to look at Szomszor, 2008; Zafarani, 2009; Vosecky et al., 2009; Iofciu et al., 2011; Shen et al., 2012…)*

**2.4 Implications**

Combining and building on all of these ideas, we thus set out to determine the correct sense of an ambiguous entity detected in a short text on a social media website via the following approach, which is detailed further in the next section:

1. We map the ambiguous entity’s candidate senses to their corresponding structured resources in Wikipedia.
2. We identify the Wikipedia account that belongs to the same person who authored the ambiguous text by examining and connecting public information found in account profiles on Wikipedia and the social media service.
3. We determine the revisions made by the user on Wikipedia and collect the corresponding structured resources.
4. We measure the overlap and similarity of this structured information with that associated with each candidate sense from step 1.
5. We select the sense with the greatest overlap as the intended sense.

**3 Approach and Implementation**

(*this section needs much better explanations written for it as the results come back and the algorithms get finalized..)*

**3.1 Representing Authors and Entities with Wikipedia Resources**

Our goal is to model the user’s domains of interest with respect to Wikipedia resources and its knowledge organization scheme. To do so, we collect a subset of the user’s recent edits and the resources those edits affected, ignoring the following kinds of edits that are considered either trivial or irrelevant:

* Revert edits to fix vandalism, typo correction (Cosley et al., 2007).
* Edits on list pages and category pages (Fader et al., 2009) as well as disambiguation pages (Gabrilovich and Markovitch, 2006) as these are not article pages that correspond to entity concepts.
* More of these based on article attributes ignored by Gabrilovich & Markovitch?
  + containing less than 100 non-stop words
  + containing fewer than 5 incoming and outgoing links
  + that describe specific dates
* “Minor” edits

Then given this article page, we aim to enrich its feature set with additional related Wikipedia resources. In this paper, we therefore explore variants of the representation that are based on:

* Each article as a Bag of Words
* All direct categories of all articles
* The full category hierarchy graph consisting of the article’s direct categories, those categories’ categories, and so on.

Our representation for an ambiguous named entity is based on the same ideas. Specifically, each of the entity’s candidate meanings is mapped to the Wikipedia article corresponding to that candidate’s concept as well as that article’s direct parent categories and the full category hierarchy graph.

We now move on to describe the RESLVE system, which implements a variety of approaches based on the various attribute-enriched representations just described.

**3.2 Measuring Similarity: The RESLVE System**

We refer to our scoring functions for candidate selection and entity resolution as the RESLVE system. The functions are WSD and VSM based and are designed to utilize the various potentially effective attributes of entity mentions and user interest models in order to discover the resulting effects on accuracy and performance.

Bagga & Baldwin (1998) introduced using the Vector Space Model to address NED by representing the context around a named entity with word vectors that could be compared using cosine similarity. We explore 3 VSM based functions:

* VSM\_ArticleBOW
  + Builds an inverted index from words to the articles that contain them
* VSM\_ParentCat
  + Each article in Wikipedia belongs to one or more categories, which are listed as outgoing “Category:” links on an article’s page.
* VSM\_CatGraph

We represent a user’s edits and the entity’s candidates as attribute vectors with TF-IDF based weights. Note that we consider the number of times a user has performed edits on a given article as a contributor to that article’s significance, so we incorporate this number into the weighting scheme to give more preference to resources that seem to receive more of the editor’s attention. We determine the candidate meaning to select by computing the cosine similarity between the user vector and each candidate vector.

Our WSD approach is based on the Lesk algorithm (Lesk, 1986), which measures the amount of overlap between the dictionary definition of a word with the definitions of the other words in its neighboring context. Specifically, our WSD algorithm selects as the correct candidate for an ambiguous entity the one that has the highest overlap between that candidate's feature set and the author interest model feature set.

Finally, as Fader et al., 2009 point out, an entity may actually refer to a less prominent candidate meaning. Therefore, we also incorporate context information from the baseline disambiguation function, and we select the baseline disambiguation function’s candidate if this lexical context information is above a certain threshold.

**4 Experiment and Evaluation**

**4.1 Data Gathering**

Over \_\_\_\_\_ months we retrieved recent revisions made on Wikipedia and the editors who made them in order to build a dataset of usernames corresponding to \_\_\_\_\_ unique and active Wikipedia accounts. For each of these accounts, we then downloaded their Wikipedia contribution histories, filtering out invalid revisions according to the method described in section 3.1 until we had obtained the 100 most recent and unique article resources on which the user had made a valid edit. Users for whom at least 100 such resources were not available were removed from the sample, resulting at this point in a dataset of \_\_\_\_\_ valid usernames.

We then performed cross-site username matching on the social media sites Twitter, \_\_\_\_\_, and \_\_\_\_\_\_\_. For each site, this involved checking first whether the username existed on the site and if so, whether that user had posted at least 100 pieces of public content on the site. Removing usernames that did not meet these criteria left a dataset of \_\_\_\_\_\_ usernames.

The final step in building our dataset of users involved using Mechanical Turk in order to obtain human confirmation that a given username that existed on both Wikipedia and on a social media site actually belonged to the same single individual. “Qualified” Mechanical Turkers were given the URL of the Wikipedia User Page corresponding to that username as well as the URL pointing to the profile of the username on the social media site. They were instructed to compare the Wikipedia profile and the social media profile for agreement in available information such as real name, email address, profile picture, location, or occupation in order to confirm, reject, or deem indeterminable whether the username belonged to the same person. Each username was given to \_\_\_\_ different Turkers, and usernames for which every evaluation was not a positive confirmation that the owner of each account was the same individual were removed from the dataset. This resulted in a total of \_\_\_\_\_\_ valid usernames.

Upon obtaining this set of validated usernames, we downloaded the 100 most recent content posted by the user on the social media site for which the username was confirmed in the previous step. To build a set of all mentions of named entities in a short text, we utilized the Wikipedia Miner Search Service[[1]](#footnote-1), an established named entity recognition toolkit that maps named entity concepts to Wikipedia articles. The service also calculates the probability that a named entity actually refers to a given article based on measures of ..., ..., ...], offering a probability ranked list of candidate articles for an ambiguous entity. Any named entity that the Search Service was unable to map to any Wikipedia article was ignored, as was any named entity that mapped to only a single candidate article (i.e., was unambiguous). Any short text thus not containing at least one ambiguous entity was removed from the dataset. Table \_\_\_\_ shows the resulting numbers of valid short texts and ambiguous named entities obtained from the various social media sites.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | # valid short texts | average # of entities detected in a single short text | average # of ambig. entities detected in a single short text | max # of ambig, entities detected in a single short text | min # of detected entities in a single short text |
| Twitter |  |  |  |  |  |
| Flickr |  |  |  |  |  |

Table \_\_\_\_

At this point, we again turned to Mechanical Turk in order to obtain human judgments of the correct candidate meaning of an ambiguous named entity. We again only utilized qualified Turkers and this time also required native English speakers, as we wanted to ensure that they would be capable of making correct judgments about potentially highly nuanced meaning.

For each ambiguous entity, we asked \_\_\_\_\_ different Turkers who met our qualifications to read a short text containing an ambiguous named entity and to then choose the correct meaning of that entity from a randomly ordered list of candidate meanings, which we obtained from Wikipedia Miner.

Finally, for each ambiguous named entity, we applied our personalized user-model based disambiguation algorithms described in section \_\_\_\_ to the candidate meanings in order to select a single candidate as the user's intended meaning. The next section details the performance of each of these algorithms and compares the results to baseline and ceiling measurements.

**4.2 Results**

We use Wikipedia Miner's top ranked candidate as our baseline and the judgments of humans on Mechanical Turk as our ceiling. We evaluate the RESLVE system’s disambiguation algorithms according to their accuracy, which is the fraction of correctly disambiguated named entities out of the total number of ambiguous entities analyzed (i.e., the degree to which the RESLVE system agrees with the evaluations made by human judges).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Algorithm  Dataset | RESLVE-BOW-VSM | RESLVE-BOW-WSD | RESLVE-ParentCat | RESLVE-CatGraph | RESLVE-solo | RESLVE-combo |
| CUTwitter12 |  |  |  |  |  |  |
| CUFlickr12 |  |  |  |  |  |  |
| … |  |  |  |  |  |  |

Table: Comparison of the accuracy of our system’s various disambiguation functions

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Method  Dataset | Baseline | RESLVE | Ceiling | Improvement |
| CUTwitter12 |  |  |  |  |
| CUFlickr12 |  |  |  |  |
| … |  |  |  |  |
| … |  |  |  |  |

Table xx: Comparison of the accuracy of our system’s best performing technique against a [random baseline/wikiminer baseline] and a human judge ceiling

Our actual coverage is x% because as explained in section 4.1, we ignore detected entities that do not map to more than one candidate meaning and so x = number entities not ignored / (ignored entities + not ignored entities)

[Insert here: Scatterplot where x axis is Document Length and y axis is accuracy. Each of 3 algorithms (Baseline, RESLVE, Ceiling) gets a different “dot”. Data points should form lines where our accuracy is higher for short texts and then maybe converge with longer text.]

Figure \_\_\_: Average accuracy on Twitter dataset with xx users and varying short text length

**4.3 Discussion of Findings**

Need to do this part once have more results...when is it particularly good? (very short texts?) when does it fail? what kinds of entities? Upon manual inspection of the top and bottom results we realize…..

**5 Conclusions and Future Work**

More and more, rich records of individuals’ online activities and discussions are becoming available on the web and offering new opportunities to determine the semantics of users’ text based content based on their past online contributions. In response, we presented a novel solution to the problem of entity resolution in short texts by connecting user identities across communities in order to model the interests of short text authors and apply such models as a source of entity context. Our approach is based on the idea that an individual possesses a core set of interests that is propagated and expressed across multiple online communities in which they participate. We showed that it is possible to improve disambiguation techniques by confining the search space for entity meanings to those topics that a user has previously exhibited such interest in.

A few directions for future work stand out. Currently, we are unable to handle the case when the same entity occurs more than once in same short text?? Because we do not incorporate any positional information about an entity, we would not be able to distinguish in this case?? We would suggest same probability for both and might actually hurt baseline performance?? It would also be desirable to automate the process by which usernames existing on multiple sites are evaluated to determine whether they belong to the same person. A next step could to be to employ the methods developed by (cite) or develop classifiers that utilize the labeled data we now have in order to develop systematic methods for cross-site user identity matching.

This paper introduced the notion of personalizing named entity disambiguation.

* We presented a novel approach to the challenge of disambiguating named entities in short texts by enriching traditional representations with user-specific information.
* We demonstrated the feasibility of connecting online user identities in order to exploit external structured knowledge that is specific to the author of an ambiguous entity.
* We introduced a novel system that implements the new strategies, and we compared its performance to other state of the art techniques, providing evidence that this approach is effective and holds promise for the future.
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Need to summarize and insert this in section 2.1:

* Bunescu & Pasca, 2006
  + Treat NED as a ranking problem
  + Define a measure of similarity between the words in the context of an entity and the words in the Wikipedia pages corresponding to its candidate meanings.
  + First attempt basic TF-IDF cosine-sim with article text, then augment article’s term vector with additional words from other articles in the same category
  + Also use Wikipedia articles, categories, hyperlinks, redirect pages, disambiguation pages to determine relation between named entities.
* Mihalcea, 2007
  + Generalize Bunescu & Pasca beyond named entities, utilizing article source and target links for keyword extraction and disambiguation.
* Strube & Ponzetto, 2006
  + Successfully utilize Wikipedia articles’ content, titles, and categories to measure semantic relatedness between words.
* Gabrilovich & Markovitch, 2006
  + Use Wikipedia for document classification
  + Build inverted index from words to articles containing those words
  + Formulate relatedness score between documents by mapping each document to a Wikipedia article and using the inverted index to enrich each document’s representation.
  + Compute cosine similarity between document vectors
  + Paper demonstrates the feasibility of augmenting machine learning classification techniques with external knowledge relevant to the text being processed.
* Cucerzan, 2007
  + Uses a Vector Space Model representation
  + Employs an entity’s surface forms, category tags, and contextual information like co-occurring terms as disambiguation clues.
  + Disambiguation strategy maximizes overlap between document vector of ambiguous entity and each candidate vector
* Milne, 2008
  + Following from Mihalcea, defines relatedness in terms of overlap of incoming links in Wikipedia articles
* Fleischman & Hovy, 2004; Bagga & Baldwin, 1998
  + Similarity using bag of words model that represents entity’s context in weighted term vectors
* Nguyen & Cao, 2008
  + Explore and incorporate a number of features from Wikipedia in order to represent entity context for similarity scoring: article title, redirect pages’ titles, category titles, incoming & outgoing link text
* Gentile et al., 2009
  + Builds features based on various pieces of information related to a concept’s corresponding article: words in the article’s title, categories, outgoing links, and the most frequent words on the article’s page.
* Han, 2009
  + Represents named entities as concept vectors and computes the similarity between them
  + Augments keyphrase representations with hyperlink information
* Kulkarni et al., 2009
  + Wikipedia as an entity catalog
  + “Coherence prior”
* Popularity-based
  + Fader et al., 2009
    - Use a priori prominence information in combination with contextual information to disambiguate
    - Entity may actually refer to a less prominent candidate, so select candidate with highest prior probability unless the contextual information is above a threshold
  + Hoffart et al., 2011
    - Use popularity-based and graph-based models to measure similarity between mentions and entities.
    - Define prominence/popularity in terms of Wikipedia anchor texts and incoming link frequencies
* Pilz, 2010
  + Uses an SVM approach with features such as article text, category, and links to other categories
* Kazama & Torisawa, 2007
  + Demonstrate that category labels extracted from Wikipedia articles can be used to improve accuracy of NER
* Shen et al., 2012
  + Use entity pages, redirect pages, disambiguation pages, hyperlinks to link named entity mentions with a knowledge base that unifies Wikipedia and Wordnet.
  + Use taxonomy of knowledge base to measure semantic similarity between knowledge base concepts and candidate entities

1. http://wikipedia-miner.cms.waikato.ac.nz/services/ [↑](#footnote-ref-1)