Understanding AEMS2

# What does “anytime” mean? Why is it important in an online solver?

The **anytime** means: an algorithm that can return a valid solution to a problem even if it is interrupted before it ends. That is the anytime algorithm, unlike the traditional (offline) algorithm apply to artificial intelligence or AI take a long time to complete results, is designed to complete in a shorter amount of time.

Since the online solver’s input is piece-by-piece in a serial fashion, and the end user actually sometime are waiting the outcomes, the program or algorithm need to return the answer before user lost their patient. In this kind of situation, an anytime algorithm is able to return a partial answer, whose quality depends on the amount of computation they were able to perform. The answer generated by this algorithm is an approximation of the correct answer.

So anytime algorithm is important in online solver because it can give intelligent systems the ability to make results of better quality in return for turn-around time. And it also maintains the last result, so that if they are given more time, they can continue from where they left off to obtain an even better result.

# How is the error calculated in AEMS2? Is it just the difference between upper bound and lower bound? Write the formula.

The error calculated in AEMS2 is not just the difference between upper bound and lower bound. Because of these 3 factors:

* The discount factor in the optimal value function means reduce the contribution of this error on the parent belief stat’s value.
* The operator in the optimal value function indicates that we need to consider only the values of belief states that can be reached by doing a sequence of optimal actions
* The probability of a certain fringe belief state can be reached by a sequence of optimal actions

So, the error formula of the expected error in AEMS2 is:

(1)

In this equation, is the belief state at depth on the current belief state , and is the discount factor. While is the probability of reaching a certain fringe belief state at depth (detail in equation 2) and is the difference between upper and lower bound (detail in equation ()).
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For equation 2, is the probability of observing after doing action in belief state (detail in equation 4) and is the current action with the highest upper bound as the optimal action (detail in equation 5).

(4)
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For equation 3, is the upper bound on and is the upper bound on .

# Write down the error term that AEMS2 would use for the unexpanded nodes in the And-Or tree figure ( to  ). (Discount factor )

From the chat, we can know that, for :

From the chat, we can know that, for :

So, for we have:

From the chat, we can know that, for :

With these values, for depth 1, we can get:

With these values, for depth 2, we can get:

With all the values before, now we can compute the error term for each unexpanded node: