1A.  
x = c(67,73, 64,77 ,71, 89, 72, 77, 80, 78)

x

[1] 67 73 64 77 71 89 72 77 80 78

> meanX = sum(x) / length(x)

> varX = sum((x - meanX)^2) / length(x) -1

> varX

[1] 44.16

> sdX = sqrt(varX)

> sdX

[1] 6.645299

> var(x)

[1] 50.17778

> sdX

[1] 6.645299

1B.

Y = c(1.5, 2, 1, 3, 3, 9, 3, 2, 6, 8)

> numerr = sum((x - mean(x)) \* (Y - mean(Y)))

> denomi = sqrt(sum((x - mean(x))^2) \* sum((Y - mean(Y))^2))

> xpearson = numerr / denomi

> xpearson

[1] 0.8358709

> rankx = rank(x)

> rankY = rank(Y)

> numerr = sum((rankx - mean(rankx)) \* (rankY - mean(rankY)))

> denomi = sqrt(sum((rankx - mean(rankx))^2) \* sum((rankY - mean(rankY))^2))

> spearman = numerr / denomi

> spearman

[1] 0.8364835

2A.

> prob = 0.06

> q = 1 - prob

> probOneOrMore = 1 - q^n

> ceiling(log(1 - 0.85) / log(1 - probOneOrMore))

[1] 31

> p1 = 0.05

> n1 = 50

2B.

> prob01 = (1 - p1)^n1

> prob11 = n1 \* p1 \* (1 - p1)^(n1-1)

> probAtLeast21 = 1 - (prob01 + prob11)

>

> p2 = 0.25

> n2 = 10

> prob02 = (1 - p2)^n2

> prob12 = n2 \* p2 \* (1 - p2)^(n2-1)

> probAtLeast22 = 1 - (prob02 + prob12)

> probAtLeast21

[1] 0.7205682

> probAtLeast22

[1] 0.7559748

So the second option would be the better choice.

3A

I had a bunch of warnings here so I may have messed up but I believe my logic is correct, I forgot how the replicate thingy worked but I think this works as well.

> x = numeric(1000)

> for (i in 1:1000) {

+ y = rnorm(2)

+ x[i] = y[1]/sqrt(y[2]/2)

+ }

There were 50 or more warnings (use warnings() to see the first 50)

>

> hist(x, freq = FALSE, main = "t-dist")

> curve(dt(x, df = 2), add = TRUE, col = "black")

>

![](data:image/png;base64,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).

3B

> pt(1, dff = 2) - pt(-1, df = 2)

Error in pt(1, dff = 2) : unused argument (dff = 2)

> pt(1, df = 2) - pt(-1, df = 2)

[1] 0.5773503

4A.

I’m bad at these so forgive me  
  
Win the third set, then win either the fourth or 5th set.

Win the fourth set, then win the 5th set.

Win the 5th set.

Are the possibilities for winning, i think?

Prob for Not winning the rest of the sets is (1-p)^2, so the probability of winning at least one of the sets is 1 - (1-p)^2. That means the probability of scenario 1 is p(1 - (1-p)^2).

Prob of scenario two is the probability of winning the fourth set P times the probability of winning the 5th se tP. Therefore, the probability of scen two is p^2.

The probability of scenario 3 is the probability of winning the fifth set P so it should just be P

So, the probability that the player wins the match given that he/she won the first two sets is:

p(1 - (1-p)^2) + p^2 + p

Again I’m going off the stuff in class 3 so I highly doubt I’m correct as I was confused there.

4B.

Given set win chance = p

Assuming these are the possible outcomes

The player wins the next set and the match.

The player wins the next set but loses the match.

The player loses the next set and the match.

Prob of winning next set is P, prob of losing is 1- p

player loses 10% of the matches in which they won the first two sets.

probability of winning the match given that the player won the first two sets is:

P(win match | win fir 2 sets) =   
P(win 3 sets and the match | win first 2 sets) +   
P(win 3 sets but lose the match | win first 2 sets)

Like 90% sure i gotta do these seperatley

First = p \* p \* p

Second = p \* p \* (1-p) \* 0.1

So

p \* p \* p + p \* p \* (1-p) \* 0.1

Then set it to 1/2

p \* p \* p + p \* p \* (1-p) \* 0.1 = 1/2

10p^3 + p^2 - p^3 = 5

9p^3 + p^2 - 5 = 0

Which should be around 0.7866

5A.

> heights = c(158, 176, 177, 178, 184, 184, 187, 187)

> len = length(heights)

> meanHeight = mean(heights)

> stdError = sd(heights) / sqrt(len)

> tCrit = qt(0.9, df = len- 1)

> lower = meanHeight - tCrit \* stdError

> lower

[1] 174.1184

> upper

[1] 183.6316

So 174.1184,183.6316

5B.

> heights = c(158, 176, 177, 178, 184)

> len = length(heights)

> meanHeight = mean(heights)

> stdError = sd(heights) / sqrt(n)

> tCrit = qt(0.8, df = len - 1)

> lower = meanHeight - tCrit \* stdError

> upper = meanHeight + tCrit \* stdError

> lower

[1] 171.3438

> upper

[1] 177.8562

So 171.3438,177.8561

5C.

> heights = c(158, 176, 177, 178, 184)

> len = length(heights)

> meanHeight = mean(heights)

> stdError = sd(heights) / sqrt(n)

> tCrit = .60

> lower = meanHeight - tCrit \* stdError

> upper = meanHeight + tCrit \* stdError

> lower

[1] 172.5237

> upper

[1] 176.6763

So 172.5237,176.6753  
  
  
Not sure about this one either but oh well.
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