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# **問題定義**

定序流線型工廠排程問題(*Permutation Flow shop Scheduling Problem*, *PFSP*) 假設有 *j* 份彼此獨立的工作，必須通過 *ｍ* 台彼此獨立的機器，每台機器處理每份工作有固定的執行時間，而且必須依照固定的機器順序處理，即每台機器只會接受上一台機器處理結束的工作，而且每台機器同時間只能處理一份工作，處理順序為先進先出。

問題的輸入為工廠中所有機器的效能矩陣，亦即每台機器處理每份工作的所需時間，輸出為一特定的工作序列，序列中出現的數字代表工作的編號，序列中的數字不會重複。問題的目標則是最佳化此序列，使得以序列中的工作排程進入生產線後能夠得到最快的處理時間，在[2]中，解答有*j!*種可能，問題等級被認定為是*NP*-*Complete*。

# **文化因子遺傳演算法**

|  |
| --- |
|  |
| 圖1. 文化因子遺傳演算法流程圖 |
|  |

## 目標函數與適應函數

由於此問題為求得最小之生產線處理時間，是一最小化的問題，故適應函數設定為目標函數之倒數。

## 初始解 (Initial Population)

1. 亂數(*Randomize*)

初始化族群裡每個染色體的基因，由工作編號小到大排列，且數字不重複，接著亂數打亂其順序。

1. 啟發式(*Heuristic*)

先以亂數初始化族群，再以區域搜尋中的反覆改善法對族群的1/3個體做一次搜尋。

## 親代選擇 (Mating Selection)

1. 競爭法(*Tournament selection*)

隨機取兩條染色體，並比較其適應值，適應值較高者則被取出為親代。重複以上程序直到取出的親代數目與族群大小相同。

## 交配 (Reproduction, or Crossover)

交配的演算法皆為輸入兩條染色體，亦即親代，得到兩條新的染色體，為子代。

1. *Order Crossover* (*OX*)

隨機選取一個起始點，並隨機一段長度，從起始點向後算長度內的基因交換繼承至另一子代，再從起始點加上長度後的點繼續，將自己子代中缺乏的基因依序填入。

1. *Linear Order Crossover* (*LOX*)  
   由Falkenauer, E. and Bouffoix, S.在[3]中所提出，原先親代兩條染色體各保留一段基因作為遺傳，其餘部分交叉從頭部開始依序繼承另一方擁有但是自身尚未擁有的基因。
2. *Partially mapped crossover* (*PMX*)  
   由Goldberg, D. and Lingle, R.在[4]中所提出，親代染色體以對方保留基因的部分作為參考，若基因片段不同，則和自身相同基因交換；若基因片段相同，則不交換。
3. *Cycle crossover* (*CX*)

從其中一條染色體中隨機選取一個位置作為起始點，若另一條染色體相對位置的基因與之不同，則將起始點移動至原先染色體擁有同樣基因的位置，如此循環，直到找到一位置集合，擁有封閉的共同基因組，然後交換它們。

## 突變 (Mutation)

突變的演算法皆為輸入一條染色體，輸出為同一條受過親為擾動變化的染色體。

1. *Insertion*

隨機選取一個起始點作為操作基因，再隨機選取一個插入的位置，將操作基因移植插入的位置，並將其後的基因往後挪至直到填補原先操作基因位置留下的空缺。

1. *Swap*隨機選取兩個基因片段進行交換。
2. *Inverse*

隨機選取一個起始點，再隨機選取一段長度，將從起始點向後算起長度內的基因排列順序前後顛倒。

## 區域搜尋 (Local Search)

1. 反覆改善法(*Iterative Improvement*, *II*)  
   又稱為基本區域搜尋(*basic local search*, *BLS*)，是一種非常直觀的求解方式，其核心想法是，在鄰域函式中尋找比當下更好的解。以下是其演算法：

|  |
| --- |
| *s←GenerateInitialSolution()*  **repeat**  *s←Improve(N(s))*  **until** *no improvement is possible* |

這種直觀的求解方式，容易卡在區域最佳解而無法跳脫，因此需要新的機制以幫助跳脫。

1. 模擬退火法(*Simulated Annealing*, *SA*)

首先設定初始溫度與一初始解，並反覆從初始解生出一解，如此解的適應值優於初始解的適應值，則取代初始解，如劣於初始解的適應值，則當此條件：

成立時取代初始解，否則捨棄此解。並且於每次降低溫度，直到溫度到達停止溫度則停止。

初始溫度設為1000，冷卻率為0.99，停止溫度為2.42092e-322。

1. 禁忌搜尋法(*Tabu Search*, *TS*)

演算過程與反覆改善法雷同，差異在於擁有一個*Tabu-list*紀錄上一步地移動資訊，並且下次移動時不能移動至*Tabu-list*中曾記錄過的地點。這邊記錄的移動資訊為目標適應值。

## 更新區域搜尋解(Apply Local Search)

1. *Lamarckian*

區域搜尋結束後更新該條染色體的適應值，並且同時更新該條染色體的基因序列。

1. *Baldwinian*

區域搜尋結束後僅更新該條染色體的適應值。

## 環境選擇 (Environment Selection)

1. *Top-half*

從子代與親代中，由最佳的個體開始填入下一代的族群中，直到下一代族群的個數達到設定的族群大小為止。

1. *Generation Model*

子代直接取代親代，成為下一代的族群。

# **實驗與結果**

## 測試問題集

使用1993年E. Taillard發表的”Benchmarks for basic scheduling problems”[1]，作為測試資料。該測試資料是實作Bratley在[5]中提出的亂數產生器產生M = {5, 10, 20}數量的機器，對應於N = {20, 50, 100, 200, 500}數量工作的工作時間，並且經過挑選，原則如下：

1. 使用禁忌搜尋法求得的解距離最佳解越遠越好
2. 每次隨機的起點都盡可能找到不同區域最佳解

在本實驗中，只使用M={5, 10, 20}三種機器數量和N={20, 50, 100}三種工作數量作為測試資料。

## 實驗設定

計算環境：

中央處理器：Intel Core-i7 2.5GH

記憶體：32GB

作業系統：Windows 8.1

測試次數：100次

突變機率：20%

演化代數：200代

區域搜尋時間：0.1 秒

族群大小：與問題之工作個數相同

實驗的設計以下列組合作為預設組合，並抽換初始解產生方式、交配、突變、區域搜尋、更新區域搜尋解與環境選擇的演算法與預設組合作比較

初始解產生：啟發式

親代選擇：競爭法

交配： PMX

突變： Randomly Swap

環境選擇：Generation Model

區域搜尋： 模擬退火法

更新區域搜尋解： Lamarckian

我們針對不同的測試資料做各種演算法的比較，以下為實驗結果中各個不同長條代表的演算法

初始解產生：亂數、啟發式

交配：OX、LOX、PMX、CX

突變：Insertion、Swap、Inverse

區域搜尋：II、SA、TS

更新區域搜尋：Lamarckian, Baldwinian

## 實驗結果

以下為使用 Generation Model 作為環境選擇的測試結果

|  |
| --- |
| 接著以Tophalf作為環境選擇的演算法，進行一次實驗，結果如下 |

下圖為實驗找到的最佳解，與已知最佳解的比較

# **結論**

從實驗的數據可以發現，產生初始解的方式、交配、突變與如何更新區域搜尋的結果皆對結果影響不大。反而是區域搜尋的演算法的不同影響解的品質較為顯著。

從最後與已知最佳解的比較可以發現，在小規模的問題上，此演算法具有相當的能力可以逼近已知最佳解，在問題規模較大的情況，表現稍微不足。

整個演算法在實作的過程中有較大的彈性可以發揮，且參數較一般的演算法來的多，不僅有基本的參數如突變機率，族群大小等，區域搜尋也各自擁有自己的參數需要調整，甚至區域搜尋的結果該如何更新族群的個體，區域搜尋在何時開始執行與有多少個體需要做區域搜尋都是重要的因素，在本次實驗中已表現出區域搜尋是整個演算法中的核心演算法，對最後解的品質具有相當的影響力。

本次實驗僅對於各種演算法做出概略性的比較，尚未對演算法的參數進行最佳化的實驗，但文化因子遺傳演算法中參數的調適需要耗費相當的心力去針對各個問題去最佳化，複雜性較高，應用方面可能較為受限。
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