演示过程：

在第一排右一服务器（王宇航现在用的那台）上演示，连接摄像头并把摄像头放置在屏幕上方中央，通过主目录/wyl/show，文件夹即可找到演示的代码，其中gaze.txt文件是演示的具体流程，首先会打开openface工具进行视频帧的处理并不断保存在本地，GazeTR模型会监听文件夹并进行视线估计，转换为屏幕坐标后显示在动画中，同时会删除openface保存的历史图像，只保存最新一帧，从而避免内存占用。如果演示完后不及时关闭openface，openface会在后台持续运行并保存图像，导致内存不足，按“q”即可关闭openface。（我也可能记错了，如果不行随时问我）

视线估计流程：

视频帧->数据预处理->视线估计->转换为坐标

数据预处理：

人脸检测->眼睛特征点存储->头部姿势估计->归一化处理->裁剪眼睛图像

视线估计模型：DVFGaze（Dual-view Far-eye Gaze Estimation）双视远眼注视估计方法

转换为坐标：

EVE数据集提供了转换代码

当前演示的是加入了眼睛图像的GazeTR方法，是一种单视角视线估计方法，需要把摄像头放置在屏幕上方中央。

文件夹中的![](data:image/png;base64,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)是相机标定代码，使用待标定相机拍摄标定板各个角度的视频，即可使用该代码进行标定，得到相机的内外参数。

DVFGaze代码是本人在DVGaze基础上增加了远眼图像，修改得到的方法，目前无法进行演示，主要原因在于模型的输出是视线方向，需要转化为屏幕上的注视点坐标，这一步目前还存在很大的误差。具体的代码在林政现在用的服务器上。大致路径：主目录/wyl/eth。我在文件夹中也放了这个代码的文件，但由于数据集都在服务器里，可能需要在服务器上运行。数据集路径：data/wyl。双视方法主要用两个数据集：EVE和ETH-XGaze。里面有很多一样的数据集，有些是我重新处理后的，有些是原始的，具体的问题可以再单独问我，我承认我确实写得太乱了，抱歉。

代码中的文件非常多，包括模型、预处理、转坐标、窗口获取的全部流程，并且注释非常少，我也没有写readme，sorry，我的不良代码习惯给你带来了困扰，事实上后期我本人也非常困扰。

大致介绍一下：

Real\_time\_open.py是原本的文件，后来需要修改转坐标的方法之后，出于备份的目的复制了一份：**Real\_time\_opne\_test.py**，所以目前主要是通过这个文件来修改运行。通过该文件调用数据预处理的代码，以及视线估计模型test.py。而在test.py中调用了坐标转换的代码common.py。

目前有问题的代码主要是common.py及其相应的方法文件，Real\_time\_open\_test.py及其相应的方法文件，主要使用的数据集是EVE数据集，数据预处理以及坐标转换参考的代码也是EVE数据集原方法。

EVE链接如下：[EVE/DATASET.md at master · swook/EVE · GitHub](https://github.com/swook/EVE/blob/master/DATASET.md)

目前演示的单视方法中，采用GazeTR\_eye来估计视线，数据预处理使用开源的openface模型直接得到人脸的2D、3D特征点坐标、头部姿势矩阵，Gaze TR原作者提供的坐标转换方法，该方法以四个眼角、两个嘴角六个特征点为人脸中心。

Gaze TR和DVGaze作者为同一人，作者实验室主页：[GazeHub@Phi-ai Lab.](https://phi-ai.buaa.edu.cn/Gazehub/)。而在双视方法上使用这套逻辑误差极大，因此考虑了EVE数据集原作者提供的另一套方法，该方法以右眼中心为原点。

此外，我还自己采集了一组数据集，并进行了相机标定，数据集在王宇航服务器data/wyl文件夹中。

当前问题：为什么双视方法转坐标后误差巨大？

和牛老师讨论后计划先做两个实验：

1. 在单视方法GazeTR\_eye上使用EVE数据集及方法进行坐标转换，分析误差。
2. 在自己采集的数据集使用DVFGaze模型及EVE的数据预处理和坐标转换方法，测试在自己的数据集上的误差。

牛老师还希望仔细研究一下坐标转换的代码，分析是否存在问题。