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# Folder name: Code (Data\_Extraction)

### Main\_Data\_Extraction.py (For the data extraction, you only need to run this code)

This script automates the execution of a series of Python files and then consolidates their output into a single CSV file. First, it imports necessary libraries, sets an address parameter, and specifies a list of Python files to run. It then defines a function, 'run\_python\_file', to execute the files using the 'subprocess' library. The function takes a filename and an optional address parameter, which is required for some files in the list. It then iterates through the list of Python files, executing each one in turn and printing the status of the process. If any file encounters an error, the script stops running the remaining files.

In the second part of the code, it changes the working directory to where the CSV files are located and reads them into pandas dataframes. After reading all the CSV files, it concatenates them into a single dataframe using an inner join on the "File" column. Finally, it saves the combined dataframe as a new CSV file called "Data.csv".

### 1\_Junk\_file\_removal.py

This code identifies and moves corrupted, encrypted, and similar PDF files to a junk folder. To do this, it first imports necessary libraries for file management and PDF file handling, and then defines three functions to check if a PDF file is corrupted, password-protected, or has more than 80% duplicate pages. After that, it specifies the source folder containing the PDF files and creates a junk folder if it doesn't exist. The script also creates a report file within the junk folder to log the moved files and the reasons for moving them.

The script then iterates through all the files in the source folder, and for each PDF file, it checks the conditions using the defined functions. If any of the conditions are met, the script writes a log message to the report file, explaining the reason for moving the file to the junk folder, and then moves the file to the junk folder. If none of the conditions are met, the script continues to the next file in the folder without taking any action on the current file.

### 2\_Name.py

This code designed to process PDF files within a directory, extract company names from the files, and generate a pandas DataFrame containing the file names and their corresponding company names. To achieve this, the script imports necessary libraries for file management, text extraction from PDF files, and the pre-trained question-answering model from the Transformers library. The script features three main functions: read\_pdf, which utilizes Pdfminer to extract text from a PDF file; extract\_company\_name, which employs a pre-trained question-answering model (specifically, the distilbert-base-cased-distilled-squad model) from the Transformers library to identify the company name within the text; and process\_pdf\_files, responsible for reading the PDF files in a directory, extracting the company names, and constructing a pandas DataFrame.

After specifying the path for the directory containing the PDF files, the script calls the process\_pdf\_files function to create a DataFrame with the extracted company names. It then displays the DataFrame and saves it as a CSV file named 'Name.csv'. The pdfminer library is used to read the PDF files, while the Transformers library's distilbert-base-cased-distilled-squad model is leveraged for question-answering without any data cleaning or preprocessing. The model is prompted with the question "What is the name of the company?" to extract company names from the PDF files' text content.

### Age.py

This Python script searches the web for the age of companies by querying the OpenAI API. First, it imports necessary libraries for configuration parsing, regular expressions, data manipulation, and time management. The script defines several functions: load\_openai\_api\_key to load the API key from a configuration file, get\_founding\_year to query the OpenAI API for the founding year of a given company, rate\_limited\_request to handle rate limit errors from the OpenAI API, get\_company\_age to calculate the age of a company based on the founding year, and get\_founding\_years\_and\_ages to update the pandas DataFrame with company ages.

In the main section of the script, it reads a CSV file containing company names and loads the OpenAI API key. Then, it calls the get\_founding\_years\_and\_ages function to update the DataFrame with the companies' ages. The script uses the rate\_limited\_request function to ensure that the program doesn't exceed the API rate limit. If a company's founding year cannot be determined, the script prints "N/A" for that company.

After obtaining the company ages, the script removes the 'Company' column from the DataFrame, retaining only the 'Age' column. Finally, it saves the resulting DataFrame to a new CSV file named "Age.csv". The script effectively combines data manipulation and API querying to determine the age of each company in the input file and create an output file with the relevant information.

### Clinical\_Phase.py

This code designed to analyze PDF files in a directory, extract the text content, and determine the clinical stage of a company based on the text. To achieve this, the script imports necessary libraries for file management, text extraction from PDF files, and the pre-trained question-answering model from the Transformers library. The script defines several functions: extract\_text\_from\_pdf to read the text content of a PDF file using PyPDF2, find\_clinical\_stage to query the pre-trained question-answering model and extract the clinical stage from the text, get\_clinical\_stage\_integer to convert the answer text to an integer representing the clinical stage, and process\_pdf\_files to read the PDF files in a directory and build a pandas DataFrame containing the file names and clinical stages.

In the main function, the script sets the path of the directory containing the PDF files and calls the process\_pdf\_files function to create a DataFrame with the extracted clinical stages. For each PDF file, it reads the text content, checks if the content is not empty, and then queries the question-answering model with the question "In which clinical stage phase is the company?". It then converts the answer text to an integer representing the clinical stage and adds the information to the DataFrame. If the text extraction from the PDF fails, the script logs a message and sets the clinical stage as "NA". Finally, the resulting DataFrame is saved as a CSV file named "Clinical.csv".

### Computationality.py

This code designed to assess how computational a company's approach is by analyzing PDF files in a directory, extracting their text content, and calculating the semantic similarity between the text and a reference text. The script uses the PyPDF2 library to handle PDF files, the Transformers library for pre-trained natural language processing (NLP) models and tokenizers, and the Pandas library for data manipulation. It defines several functions: read\_pdf\_files to read the text content of PDF files in a directory, encode\_text to convert text into numerical embeddings using a pre-trained NLP model and tokenizer, and calculate\_similarity\_scores to compute the similarity scores between the file texts and the reference text.

In the main section of the script, it sets the path of the directory containing the PDF files and the reference text, which describes a computational approach to biology. The script loads a pre-trained NLP model and tokenizer—specifically, the "sentence-transformers/stsb-roberta-base" model. It then reads the PDF files, calculates similarity scores between the file texts and the reference text using the pre-trained NLP model, and normalizes the scores to a scale of 0 to 10.

The script creates a pandas DataFrame from the normalized scores dictionary, removes the ".pdf" extension from the file names, and rounds the similarity scores to two decimal places. Finally, it saves the resulting DataFrame as a CSV file named "Computationality.csv". This script effectively combines PDF file processing, pre-trained NLP models, and data manipulation to evaluate how computational each company's approach is, based on the content of their PDF files.

### Diag\_Treatment.py

This code designed to analyze PDF files in a directory, extract their text content, and classify the content into either "Disease Diagnosis" or "Disease Treatment" categories based on the semantic similarity of the text to a set of predefined phrases. The script uses the PyPDF2 library for handling PDF files, the sentence-transformers library for pre-trained natural language processing (NLP) models, and the Pandas library for data manipulation. It defines several functions: pdf\_to\_text to read the text content of PDF files, and process\_text to classify the text into categories using the pre-trained NLP model.

In the main section of the script, it sets the path of the directory containing the PDF files, loads a pre-trained sentence-transformer model (specifically, 'paraphrase-MiniLM-L6-v2'), and defines the categories along with their related phrases. The script then converts the phrases into embeddings using the pre-trained NLP model. It reads the PDF files, processes the text using the model and the category embeddings, and appends the results to a list. Each PDF file is classified as either "Diagnosis" or "Treatment" based on the majority count of chunks belonging to each category.

The script creates a pandas DataFrame with the results, removing the ".pdf" extension from the file names, and saves the DataFrame as a CSV file named "Diag\_Treat.csv". This script effectively combines PDF file processing, pre-trained NLP models, and data manipulation to classify the content of PDF files as either "Disease Diagnosis" or "Disease Treatment" based on their semantic similarity to a set of predefined phrases.

### Issue\_category\_finder.py

This code consists of two main parts. The first part is a script that uses the transformers library to extract the main disease mentioned in a collection of PDF files. It first imports necessary libraries and defines several functions. The 'extract\_pdf\_text' function extracts text from a PDF file using the PyPDF2 library. The 'split\_into\_chunks' function divides the text into chunks of a specified size. The 'find\_diseases' function processes these chunks using a pre-trained question-answering model from the transformers library to identify the main disease mentioned in each chunk. The 'process\_files' function processes all the PDF files in a specified folder, calling the previous functions to extract text, split it into chunks, and find diseases. Finally, it creates a DataFrame with the extracted data and saves it as a CSV file.

The second part of the code uses the OpenAI GPT-3 API to classify the main disease keywords extracted from the PDF files into related areas. It first imports necessary libraries and defines more functions. The 'load\_openai\_api\_key' function retrieves the API key from a configuration file. The 'find\_matching\_area' function identifies the matching area for a given keyword based on a predefined list of areas. The 'get\_related\_area' function sends the keywords to the GPT-3 API and receives an answer, which is then processed by the 'find\_matching\_area' function to determine the related area. The main function reads the CSV file created in the first part, adds a new column for the issue, and applies the 'get\_related\_area' function to each keyword. It then drops the keyword column, saves the updated DataFrame as a new CSV file, and prints the DataFrame.

### Location.py

This code aims to determine the location of companies and classify them into specific geographical areas. The code first imports necessary libraries and defines several functions. The 'load\_openai\_api\_key' function retrieves the API key from a configuration file. The 'get\_company\_location' function queries the OpenAI GPT-3 API to get the location of a company in the format "Company Name, Location". The 'get\_company\_locations' function iterates through the rows of a DataFrame containing company names, and for each company, it calls the 'get\_company\_location' function to retrieve the location. If the API rate limit is reached, the script waits for a specified amount of time before retrying the request.

The second part of the code defines a function 'get\_location\_area' that classifies the company locations into specific areas based on predefined lists of keywords for East USA, West USA, and Heartland USA. It reads a CSV file containing the company locations, processes the location column to determine the location area using the 'get\_location\_area' function, and creates a new DataFrame with the original file names and the location areas. Finally, it saves the new DataFrame as a CSV file. In this code, the question-answering package used is OpenAI GPT-3 API, which is utilized to determine the company's location.

### Method.py

This script reads PDF files from the specified folder and classifies each file based on the content into one of five categories: Drug Discovery, Genomics or Gene Editing, Immunotherapy or Cell Engineering, Microbiome, and Computational Biology and AI. The classification is performed by counting the occurrences of specific keywords related to each category in the text of each PDF file. The script uses the PyPDF2 library to handle the PDF files, the re library for keyword matching, and the pandas library for creating and exporting data as a CSV file. It defines two functions: get\_text\_from\_pdf to extract text from a PDF file, and main\_method\_area to determine the main method category based on the keyword counts in the text.

In the main section of the script, it sets the path of the directory containing the PDF files and initializes an empty list to store the results. It also defines the keywords for each category. The script then iterates through the files in the directory, extracts the text from each PDF file using the get\_text\_from\_pdf function, and classifies the main method area using the main\_method\_area function. The results are stored in the 'data' list as dictionaries containing the file name and the method area.

Finally, the script creates a pandas DataFrame from the 'data' list, removing the ".pdf" extension from the file names, and saves the DataFrame as a CSV file named "Method.csv". This script effectively combines PDF file processing, keyword matching, and data manipulation to classify the content of PDF files into one of the predefined method categories based on the occurrence of specific keywords in the text.

# Folder Name: Computational\_Experiments

In this folder, I conducted various computational experiments to extract data from the PDF files. I then selected the experiments with the best performance, i.e., the ones with the highest similarity to the manually curated dataset, and placed them in the 'Select' folder along with their parameters.

### Selected

Within this folder, you will find the code that delivered the highest performance during testing. I have selected these codes to run on the complete dataset. It is worth noting that the codes included here are identical to those found in the Code folder.

### Handmade\_data\_extracted

These Excel files contain data and information that was manually extracted from randomly selected PDF files.

### Clustering

This folder contains files for two experiments:

* Organizing Clustering: This experiment filters the data points based on categorical data and performs clustering based on the numerical data.
* PDF Clustering: This experiment converts text to vectors using word-to-vector techniques and performs clustering based on their vector values.

### Computational\_Level\_finder

The computational experiments in this code utilized different question-answering packages to determine the computationality level of a company in the scale of 0 to 10.

### Dataset\_statistics

This folder contains codes that provide statistics from the dataset, including:

* Max\_number\_of\_Pages: This code finds the file with the highest page number in the dataset.
* Plot: This code computes and draws plots that show the distribution of the data in the automatically generated algorithm-based dataset.
* Statistics: This code provides the percentage frequency of the categorical data in the dataset.

### HQ\_Location\_finder

This folder contains files that find the headquarters location of each company using different methods:

* HQ\_Location\_Finder\_Web\_AI\_based: This code uses the name of the company (extracted by another code) to search the web and find the company location. It then categorizes the location as east coast, west coast, heartland, or non-US.
* Location\_finder\_PDFminer: This code uses PDFminer to read PDF files and employs question-answering packages to extract the company names.
* Location\_finder\_PyPDF2: This code uses PyPDF2 to read PDF files and employs question-answering packages to extract the company names.

### Human\_NonHuman

This folder contains files that attempt to determine whether the problem a company is trying to address is related to humans or non-humans (plants or animals).

human\_NonHuman-chunk: This code divides the text into different chunks (each chunk is 300 tokens) and uses a question-answering package to determine if the problem is related to humans. It returns "yes" if all the chunk answers are "yes" and "no" if the answer to any chunk is "no".

The files without chunking use different PDF reading packages, including PDFminer, and employ various question-answering packages and different prompts to learn if the company is solving a human problem or a non-human problem.

### Issue\_Disease\_category

Some of the codes in this folder divides the text into different chunks (each chunk is 300 tokens), and then uses various question-answering packages to extract disease-related keywords from each chunk. It sends all of these keywords to OpenAI and asks which disease areas these keywords are most related to (i.e., which disease file to categorize them under). The code uses different PDF reader packages, various question-answering packages, and different prompts.

Some other codesemploys question-answering packages to determine which disease area the text is most related to without any connection with Open AI.

### Junk\_File\_cleaner

The code searches for all PDF files that are either encrypted, corrupted, or have more than 80% similarity, and creates a directory called "Junk". It then moves these files to the newly created directory.

### Method\_category\_Finder

The code employs various question-answering packages to determine the biological method that each company uses, and categorize it based on its relevance.

### Treatment\_Diagnose

The code in this folder attempts to determine the primary focus of a company's approach to a disease, whether it is treatment or diagnosis. To do this, the text is divided into segments of 300 tokens, and various question answering packages and prompts are used to identify whether each segment is more relevant to treatment or diagnosis. The number of segments associated with treatment and diagnosis is then counted, and based on the abundance, a conclusion is made as to whether the full text is primarily about treatment or diagnosis.

### Website\_finder\_test

This folder contains two code files:

* Website\_finder: searches the web for the official website of a company using its name as a query.
* Website\_view\_counter: attempts to determine the traffic to each company website using data from Google Analytics.

### Name\_Finder\_test

I have manually extracted the company information including their names from 5% of the PDF files and have been exploring various tools and parameters to improve the extraction process. I have experimented with different PDF reader packages and cleaning styles, as well as various NLP and AI-based information extraction tools. Additionally, I have fine-tuned the AI parameters by trying out different prompts to enhance its ability to accurately identify the company names within the files. To evaluate the performance of each tool and parameter combination, I have compared the results with the manually extracted information.

* PDF reader packages
  + PyPDF2
  + Pdfminer
  + Pdfrw
* Different cleaning style
  + Removing footer and header, page numbers
  + Cropping a larger page margine
* Name finder
  + NLP
    - SpaCy
  + Question-answering AI
    - ​​ "bert-base-uncased",
    - "bert-large-uncased",
    - "Distilbert-base-uncased"

## Appendix

#### Comparing PDF reader packages:

PyPDF2: It is a pure Python library that can extract text and metadata from PDF files. It can also merge, split, crop, and watermark PDF files. However, it cannot extract images or annotations from PDF files.

Pdfminer: It is a Python library that can extract text, images, and metadata from PDF files. It is written entirely in Python and does not require any external libraries. It can also be used to extract font and layout information from PDF files.pdfminer is a better choice for handling long PDFs.

Pdfrw: It is a Python library that can read and write PDF files. It can be used to extract text, images, and annotations from PDF files. It also supports advanced features such as encryption, digital signatures, and form filling. However, it is not as popular or widely used as PyPDF2 or Pdfminer.

#### Comparing Question-answering packages:

("bert-base-uncased","bert-large-uncased","distilbert-base-uncased","albert-base-v2","albert-large-v2","google/electra-base-discriminator","google/electra-large-discriminator","dmis-lab/biobert-base-cased-v1.1","allenai/scibert\_scivocab\_uncased","microsoft/pubmedbert-base-uncased-abstract","emilyalsentzer/Bio\_ClinicalBERT","bionlp/bluebert\_pubmed\_uncased\_L-12\_H-768\_A-12)

These are all pre-trained transformer-based language models for natural language processing (NLP) tasks, but they differ in several ways:

Model architecture: Each model has a different architecture, which affects its performance on different NLP tasks. For example, some models like BERT and ALBERT are based on the Transformer architecture, while others like BioBERT and ClinicalBERT are designed specifically for biomedical text.

Model size: Some models are larger than others, with more parameters and more complex architectures. This can affect their performance on different tasks, as well as their computational requirements.

Pre-training data: Each model was trained on a different dataset, which can affect its ability to generalize to different tasks and domains. For example, BioBERT was trained on biomedical text, while PubmedBERT was trained on abstracts from PubMed.

Pre-training objective: Each model was trained using a different objective function, which can affect its ability to represent language in a useful way. For example, some models use a masked language modeling objective, while others use a next sentence prediction objective.

Availability: Some models are freely available and can be downloaded from the Hugging Face model hub, while others are proprietary and require a license to use.

In general, the choice of which model to use depends on the specific task and domain, as well as the computational resources available.

#### Name-finding prompts

Prompt 1:

"What is the name of the company in the biotechnology or life sciences or bio-related or pharmaceutical or sector analyzed in this report?"

Prompt 2:

What is the name of company?