Vorhersage der Tertiärstrukturen von Proteinen durch Deep-Learning Algorithmen
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**Zusammenfassung**

Das Problem der Proteinfaltung ist mittlerweile mehr als fünf Jahrzehnte alt [1]. Die Problematik beinhaltet die Fragen, wie die Aminosäuresequenz, die sog. Primärstruktur, eines Proteins seine dreidimensionale Struktur, auch Tertiärstruktur genannt, vorgibt und wie ein Algorithmus auf die dreidimensionale Struktur schließen kann.

Bislang wurden Proteinstrukturen weitgehend durch praktische Methoden, wie z. B. Kernspinresonanz [2] oder Kristallographie [3] bestimmt. Diese Methoden sind jedoch sehr zeit- und kostenintensiv. Aus diesem Grund wurde der alle zwei Jahre stattfindende Wettbewerb “*Critical Assessment of Techniques for Protein Structure Prediction*” (CASP) im Jahr 1994 initiiert [4].Bei diesem Wettbewerb müssen die Teilnehmer neben anderen Disziplinen, bisher noch nicht veröffentlichte dreidimensionale Strukturen von Proteinen aus ihren Aminosäuresequenzen vorhersagen.

Bei der Vorhersage von Tertiärstrukturen wird zwischen zwei Methoden unterschieden: dem „*homology modeling*“, bei dem eine neue Struktur aus einer bereits bekannten, ähnlichen Proteinstruktur, abgeleitet wird und „*de novo*“ Methoden, bei denen die Struktur lediglich aus der Primärstruktur hergeleitet werden soll [5][6]. Die Bestimmung der Vorhersagepräzision erfolgt per „*global distance test*“ (GDT), welches ursprünglich im „*Local-Global Alignment*“ Programm implementiert wurde [7]. Im Zusammenhang mit CASP werden in diesem Fall die experimentell bestimmten Strukturen und die durch den Algorithmus berechnete Struktur miteinander verglichen und bestimmt, wie sehr diese sich in ihrer dreidimensionalen Struktur ähneln.

Die bisher höchsten Werte, die im CASP per GDT ermittelt wurden, stammen vom AlphaFold [8] Algorithmus und seinem Nachfolger AlphaFold 2 [9]. AlphaFold erreichte beim CASP13 einer Genauigkeit von 68.3 [10]. AlphaFold 2 erreichte im Jahr 2020 mit einem Wert von 92.4 im GDT die Höchste Punktzahl unter den Teilnehmern [11]. Die Trainingsdaten, die AlphaFold 2 benutzt hat, stammen von der „Protein Data Bank“ PDB. In dieser sind sowohl die Primärstrukturen als auch die dazugehörigen Tertiärstrukturen von mehr als 150.000 Proteinen in einer Datenbank hinterlegt [12]. Des Weiteren nutzt der Algorithmus Datenbanken wie UniRef90 [13] und BFD [14][15], welche Proteinsequenzen mit unbekannter dreidimensionaler Struktur beinhalten. Als Inputdaten verwendet AlphaFold 2 die Primärstruktur eins Proteins sowie „multiple sequence alignment (MSA) [9]. Der von AlphaFold 2 verwendete Deep-Learning Algorithmus interpretiert die Inputdaten und macht dabei Vorhersagen bezüglich Atomkoordinaten, Torsion sowie die Entfernung von Proteinresten, um somit Aussagen über die dreidimensionale Struktur des Proteins machen zu können [9].

Die Möglichkeit Proteinstrukturen in wesentlich geringerer Zeit zu bestimmen, eröffnet das Potential für eine schnellere Erforschung von Krankheiten, die durch falsch gefaltete Proteine bedingt sind, wie Alzheimer oder Parkinson [16] als mit bisherigen Methoden. Eine weitere, potentielle Anwendungsmöglichkeit besteht in der Möglichkeit Viren wie das SARS-CoV-2 schneller zu erforschen. So gelang es DeepMind das Protein ORF3a des Virus erfolgreich vorherzusagen, welches mit dem experimentellen Ergebnis des Brohawn lab der UC Berkeley übereinstimmt [17].

**Abstract**

The problem of protein folding remained unsolved for the last five centuries [1]. The problem deals with the questions on how the primary structure of a protein determines its three-dimensional shape and how it can be predicted via computation. The de facto standards in determining the shape was either X-ray crystallography or nuclear magnetic resonance [2][3]. Since both methods mentioned before are quite costly in terms of time and effort, CASP was invented in 1994, an experiment where multiple participants predict the structure of unpublished protein sequences [4]. There are two methods to predict a proteins structure. “Homology modelling” uses known structures to derivate the model of a similar protein. “de novo” methods, use only the primary structure to predict the three-dimensional protein structure [5][6]. The precision of each test gets determined by the “global distance test” (GDT) [7], where the computed structure is compared to the reference structure. At the time of writing, the most precise de novo algorithm is called “AlphaFold 2”, which was created by DeepMind. It achieved a score of 92.4 in the GDT at CASP14 [11]. AlphaFold 2 uses labelled data from the protein data bank and unlabelled data from databases like UniRef90 [13] and BFD [14][15]. It feeds all data mentioned into, its neural network to interpret the structure and predict attributes like atom coordinates and torsion of the protein. Being able to predict protein structures via computation has potential to accelerate the research concerning diseases based on protein misfolding like Alzheimer and Parkinson [16].
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