
Use Case
User asks to add feature to extract a

new entity type E.

Yes

NoIs E⊂F, for some already supported entity
type F? (e.g. MAMMAL ⊂ ANIMAL)

Yes No

Can Blue Graph link entities of type F to an
ontology that has information on E ⊂ F?

Solution
No new model to implement.

(1) map E → F, and (2) filter out F \ E.

(1)  add rule to extract F when requested for
E.

(2) ask BlueGraph to link entities and filter
out all entities e ∈ F \ E.

Solution
Train new model

??? How ???

(A) Train binary classifier for each extracted entity of
type F — But can this be done in spaCy? or torch? how to

combine the two?

(B) Fine-tune NER model for F, but accelerate labelling
process by giving Expert list of available sentences and/or
known entities. — But here there won't be any guarantee

that our pipeline will predict also F whenever E is
predicted! (unless add a rule...)

No

Yes

Can we define rules (e.g. regex, ...) to
determine, for each e predicted  

∈F, whether e is also ∈E.

Solution
Add an EntityRuler to the pipeline, using

rules provided by Expert.

(1) Collect "seeds" e.g. using lists of examples of
entity from an ontology.

(2) Collect ~200 patterns with Yes/No:
$ sense2vec.teach ...

  $ terms.to-patterns ...

✍ 

✍ 

Collect ~100 samples
$ ner.manual --patterns ...

???? where do we take senteces from?

✍ 
Yes

No

Measure EntityRuler
score using initial patterns.

Is accuracy good enough?

Solution
Use RuleBased model.

(1) Collect another ~100 samples
$ ner.manual --patterns ...

(2) Train NER model
$ ner.train ...

✍ Yes

No
Measure NER model score.

Is accuracy good enough?

Solution
Deploy this NER model.

(1) Correct predictions on ~100 samples
$ ner.correct ...

(2) Train NER model
$ ner.train ...

✍ Yes

No
Measure NER model score.

Is accuracy good enough?

Solution
Deploy this NER model.

Use Case
User asks to correct errors for entity

type E.

1. How do we select the training
sentences? Just any sentence from a
corpus, or try to find sentences likely to
contain that entity?

2. Neither ner.manual nor ner.correct use
active learning... Should we use ner.teach +
ner.silver-to-gold instead? Maybe also
faster training?

3. How do we deal with training a binary
classifier for E⊂F ?

4. What about test set? Do we need a
dedicated Test set or can we just operate
with a Valid set?
Do we want to ask for inter-rater?

5. Sentences for train/test sets: should we
also include a few sentences w/o any entity
to predict? (to avoid having low Prec and
high Rec)

6. At which point do we export the collected
annotations and we save them as train/test
set?

Yes

No

Can we say that the overall quality of the
NER model is good, and there is just some

sporadic and/or quite specific error?

Typically: is there an entity consistently
mislabeled (e.g. "journal" as ORGAN)?

Yes

NoCheck with Blue Graph:
Is the error coming from Ontology Linking?

Solution
No action for Blue Brain Search.

Ask Blue Graph to fix Ontology Linking.

Yes

Can we define an explicit pattern to fix the
error with a Rule Based NER step?

Solution
Add pattern to Rule Based NER component.

✍ 

(1) Check ~100 samples Yes/No
$ ner.teach ...

(2) Correct the No's
$ ner.silver-to-gold ...

✍ 

Measure NER model score.

Is accuracy good enough?

No

Yes

Solution
Deploy this NER model.

(1) Check ~100 samples Yes/No
$ ner.teach ...

(2) Correct the No's
$ ner.silver-to-gold ...

✍ 

Measure NER model score.

Is accuracy good enough?

No

Yes

Solution
Deploy this NER model.
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