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Project Summary:

Agricultural production has been revolutionized by advancements in remote sensing to pinpoint problems in the field caused by weeds, nutrient deficiencies, and flooding etc., allowing farmers to manage their crops efficiently using RGB-NIR images taken from drone or satellites (Sishodia et al., 2020). Semantic segmentation models have been used to predict the boundary geometries of objects or areas from images (Gu et al., 2023; Li et al., 2024; Syed et al., 2023; Tao et al., 2023) and has many agricultural applications such as detection of grapevine trunks (Slaviček et al., 2024) , crop row detection for automated field equipment (Cao et al., 2022) , and differentiation between weeds and crops (Milioto et al., 2017; Steininger et al., 2023) . However, the remote sensing image data needed to train deep learning models can be expensive to acquire and annotate for entire farms with hundreds to thousands of acres under cultivation. Semi-supervised deep learning seeks to solve some of these data limitations by training a supervised model using the labeled data, predict “pseudo-labels” on the unlabeled images, and then train a new model adding in the new labels, in an iterative fashion (van Engelen et al., 2020; Zhou, 2021) and has successfully been applied to different deep learning segmentation challenges in agtech (Casado-García et al., 2022; Jang et al., 2023; Picon et al., 2023) . This project seeks to apply different semi-supervised training methods to a recently released agricultural dataset containing labeled images of eight common cropping problems in aerial photos of farmland (Chiu et al., 2020).

Approach:

The 2024 dataset includes 105Gb of new, unlabeled RGB-NIR photos, whereas the original dataset released in 2021 is roughly 20Gb and is fully annotated. There are some baseline networks that have been trained on this first dataset over the past two years (Tik Chiu et al., 2020), so we need to work first to train a supervised network which can match some of the top performers on the leaderboard. Next, we will start to explore the space of semi-supervised training methods, as there are a variety of different ways we can approach this work, but we will start with self-training and then move on to other methods such as co-training, etc. The models will be evaluated against a holdout test set used for the Agriculture Vision 2024 challenge, with mIOU as the final evaluation metric.

Some stretch goals would be to deploy the final model using FastAPI or Torchserve, and have it embedded in a small, one page Django web application.
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**Datasets:**

We will be using two related datasets for this project.

First, the 2021 agriculture vision dataset which is fully annotated

<https://github.com/SHI-Labs/Agriculture-Vision>

Second, the 2024 agriculture vision dataset, which contains unlabeled images

<https://www.agriculture-vision.com/agriculture-vision-2024/prize-challenge-2024>
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